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Letter from the Editors

Dear reader,

We are pleased to welcome you to the second volume of the University of Manitoba Journal of Medicine (UMJM).

UMJM is student-run, expert-reviewed periodical with a twofold mandate — to provide a forum for medical
students across Canada to develop their ideas through scholarly writing, and to encourage us all to engage with
current topics in medicine. Launching UMJM has been a fun and exciting challenge over the last three years.
With this second volume we were delighted to receive twice the amount of submissions as for our first volume;
meanwhile, our editorial team has also nearly doubled in size. We owe our extreme gratitude to all reviewers,
supporters, and University of Manitoba faculty and staff whose invaluable contributions have helped support and
advance UMJM. We further owe our deepest thanks to all contributing authors, the enthusiasm and dedication
of whom has made UMJM possible.

The theme for volume 2, issue 1 is “The Future of Medicine.” We chose this theme to highlight the rapid evolution
that is occurring across the field of medicine, and in hopes to promote a definite optimism for the future. To
these ends we present work exploring a diverse scope of topics in the future of medicine.

Articles found in this issue address several pertinent topics relating to medical education, healthcare policy,
interprofessional collaboration, and the expanding scope of technology in healthcare. How should medical schools
of the future evaluate their student doctors? Can mainstream medicine productively interface with increasing
Canadian pursuit of complementary and alternative medicine? What will be the future of human physicians in a
healthcare system increasingly augmented with artificially intelligent medical technology? These questions and
many more are tackled head-on by the authors of this volume.

Amidst exciting advances in healthcare policy and medical technology, the future also calls for increased hu-
manism in medicine. As scientific and technological advances increase the complexity of healthcare, providers
must be increasingly deliberate to maintain artistic and humanistic aspects of care, protecting space for human
connection. The humanities and the arts are some of the best ways to foster humanism in medicine. To this end
we are pleased to present two reflective artistic pieces in this volume, which come in addition to the superb cover
art provided by Frances Eichorn. We look forward to further expanding the artistic and reflective elements in
future volumes of UMJM.

We are excited for what the future of medicine may bring, and we are thrilled to include you in these exciting
conversations. On behalf of the whole team at UMJM, we hope you will enjoy this second volume.

Happy reading!

Emma Avery and Graham McLeod
Co-Editors-in-Chief, UMJM
chief.editor@umjm.ca
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Letter to the Editor

Anna R Blankstein, MSc∗

Max Rady College of Medicine, University of Manitoba
727 McDermot Avenue, Winnipeg, R3E 3P5

To the Editor,

Lana Tennenhouse’s article, A Star Trek Exploration
into the Usage of Data Obtained from Unethical Med-
ical Experiments, is a stellar comparison of science fic-
tion and real-world events that highlights the dilemma
of what to do with the products of unethical medical
experimentation. We do not, however, need to look
as far afield as Nazi Germany or futuristic universes
to find examples of unethical medical experimentation
and its consequences.

In the 1950s and 1960s at McGill’s Allan Memorial
Institute, Dr. D. Ewen Cameron experimented on pa-
tients with mental illness. His work caught the atten-
tion of, and was then secretly funded by, the CIA; the
agency was covertly supporting research in behavioural
modification in the service of American geopolitical
interests.1 Cameron’s theory of “psychic driving” pro-
posed that patients with mental illness could be cured
by erasing their memories and then rebuilding their
psyches. The CIA was interested in Dr. Cameron’s
theory that patients in an “amnestic state” were hy-
persensitive to suggestion — in other words, they could
be brainwashed. The experimental treatment included
intensive electroshock therapy, chemical agents (in-
cluding LSD), sensory deprivation and extended drug-
induced comas. Many patients never recovered from
the effects of treatment. Most were never informed
about its experimental nature, or the potential side
effects.

The results of Dr. Cameron’s experiments were pub-
lished in prominent medical journals and presented at
international conferences, without critique.2,3 In fact,
he was recognized and rewarded for his contributions,
being elected president of the Canadian, American and
World Psychiatric Associations. The patients, their
families, and the Canadian public were not aware of
the unethical experimentation, or its funding source,
until the 1980s when several families came forward and
journalists began to ask questions.4

There are grim similarities between the experiments
at McGill and the Tuskegee syphilis study. Both in-
volved vulnerable populations, unable to advocate for
themselves. Data from both projects were presented at
conferences and published in reputable journals, giving

validation to the experimental methods and results. It
was only when the nature of the experiments became
known beyond the psychiatric fraternity, that public
outrage led to changes in research ethics guidelines and
practice. If the exposure of medical malfeasance led to
public distrust of the medical community, it is hard to
argue that, in these cases, it was a bad thing.

Unlike the Star Trek: Voyager episode there were no
positive therapeutic insights gained from the psychic
driving experiments. CIA interrogators may be the
only ones still interested in Dr. Cameron’s experimen-
tal data.
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Curtain Call (Emerg is Busy Tonight)

Stephen Neal, MD∗

Max Rady College of Medicine, University of Manitoba
727 McDermot Avenue, Winnipeg, R3E 3P5

No, I don’t know the date or the place or the time,
but my gut is on fire and there ain’t been a sign

of the doctor and they can’t say when I’ll be seen,
when out there I can hear someone starting to scream

about being on FIRE ! and I want to see who,
but this goddamn blue curtain is blocking my view!
But then it’s pulled back with a squeak and a jerk.

You are who? You are what? You’re a “clinical clerk”?
psoas sign cecum slate surgery suppurate . . .

lap-ar-o-scop-i-cal abdomen insufflate . . .
In English please? Poking some holes in my belly . . .

Have I noticed my urine’s especially smelly?
Out of ten? My gut’s nine, I’d say eight for my ass.

I poop, pee, and fart, drink some beer and smoke grass.
Yes, that hurts and that hurts, DAMN! that hurts a lot!

I consent to whatever the hell that you’ve got
to do, just get me past this awful blue curtain.

They’re wheeling me out now and I’m not so certain . . .
. . . then someone is saying I’m all done my surgery . . .

. . . then staring at blue curtains down in Recovery.

∗correspondence to: neals@myumanitoba.ca
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Collaboration for the Future

Kristen Braun BSc∗

Max Rady College of Medicine, University of Manitoba
727 McDermot Avenue, Winnipeg, R3E 3P5

My art piece, titled Collaboration for the Future, is intended to convey several key ideas surrounding the competi-
tive, sometimes hostile field of medicine. The variety of podium heights is meant to convey a sense of competition,
and the glorification of overworking oneself. The stooped posture of the figures on the lower podiums symbolizes
burnout as an effect of that same competitive culture. The colours are stark and sterile; however, the red circle
in the background symbolizes the fact that promoting further collaboration between medical professionals could
help decrease burnout and increase quality of patient care.

Collaboration and team work are emphasized in medical school, yet the medical field is often still felt to be
an adversarial work environment. It’s important for us to closely examine our own behavior and consciously
create a culture of teamwork that will change the future of medicine for the better.

∗correspondence to: braunk36@myumanitoba.ca
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Above average, below expectations: shortfalls in using class averages

to inform the education of medical students

Fernando Villaseñor BSc∗

Max Rady College of Medicine, University of Manitoba
727 McDermot Avenue, Winnipeg, R3E 3P5

Abstract

In this paper, I argue that the release of cohort-specific class averages through the ExamplifyTM scoring reports
do not adequately encourage development of the Scholar role within the CanMEDS framework. Specifically, I
argue that the release of cohort-specific class averages in their current format encourages students to focus on
more individual metrics, thus dissuading students from participating in more collaborative efforts to generate
collective improvements in practice.

Keywords: CanMEDS, scholar role, medical school, class average, academic performance

“CanMEDS is, at its heart, an initiative to improve
patient care by enhancing physician training.” 1

This paper aims to examine the role that cohort-specific
class-average exam marks have in informing medical
students of their performance. For this piece, when I
refer to class averages, I am referring specifically to the
use of cohort-specific class averages that are provided
to medical students during their pre-clerkship years in
the Max Rady College of Medicine at the University of
Manitoba. Exam reports, providing these averages, are
generated by the online test-taking software known as
ExamplifyTM, created by Examsoft Inc.

As a foundation for my discussion of class-average
grades, I will be making specific use of the CanMEDS
role of Scholar. A physician’s role as a scholar is defined
as demonstrating “a lifelong commitment to excellence
in practice through continuous learning and by teaching
others, evaluating evidence, and contributing to schol-
arship.”1 Within this role, I wish to place a particular
emphasis on competencies 1.2 and 1.3, which are as
follows:

1.2 Identify opportunities for learning and
improvement by regularly reflecting on and
assessing their performance using various
internal and external data sources

1.3 Engage in collaborative learning to con-
tinuously improve personal practice and
contribute to collective improvements in
practice1

Following every computer examination written by pre-
clerkship medical students, students receive a score re-

port from ExamplifyTM. The score report details the
student’s raw score, the class-average score, and the
report lists the breakdown of the course material by
unit and learning objectives. The report is further
broken down into Session, Unit, and Objective, and
each section provides colour-coded qualitative feedback
based upon the student’s performance relative to the
class average. “Doing Well” (green) indicates that the
student has scored significantly above class average,
“Needs Review” (yellow) suggests that the student has
neither scored considerably above or below average, and
“Needs Improvement” (red) indicates that the student
has scored significantly below the class average.

Even before opening the official exam report on
the ExamplifyTM website, students can view their raw
exam score. The student’s exam score is presented in
green, yellow, or red, immediately informing the stu-
dent of their exam performance in comparison to the
performance of their peers. In addition to the objec-
tive feedback students receive regarding personal per-
formance, this colour-coded system provides students
with additional information informing them of their rel-
ative academic standing in the class. This value-laden
feedback can help to guide students’ efforts.

While I will argue that the provision of class aver-
ages can be beneficial in addressing CanMEDS Scholar
Competency 1.2, it may be undesirable in adequately
encouraging development in competencies 1.2 and 1.3.

∗correspondence to: villasef@myumanitoba.ca
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How a class average may encourage de-
velopment in Competency 1.2

Anecdotally, medical students tend to learn new aca-
demic strategies during the pre-clerkship years of med-
ical school as they adapt to various new demands,
including a busy coursework schedule, a large num-
ber of examinations, high expectations for examination
scores, and an overarching need to efficiently learn and
apply complex information. Before entering medical
school, many medical students will have previously re-
ceived near-top marks in their respective undergraduate
course programs. By releasing a cohort-specific class-
average grade, medical schools provide their students
with valuable information about how their results com-
pare to the results of others in their new peer group.
In addition to providing an initial comparison of how
a student’s efforts compare to those of their cohort,
the large number of exams students write during pre-
clerkship allows students to compare their performance
to their peers over time. By continually evaluating their
performance outcomes relative to those of their peers,
students can gauge effectiveness of their study strate-
gies, and modify their strategies as indicated.

Degree of difficulty can vary significantly from
exam-to-exam. With a goal of optimally representing
the course material, exam questions at the Max Rady
College of Medicine are created with intent to widely
canvas the course objectives. Once created, questions
are subjected to a secondary review by an outside as-
sessment team. Despite this standardized process, some
questions are still inevitably more difficult than others.
Each course is led by a course director who is in charge
of organizing the course and ultimately selecting the
questions that will appear on examinations. Due to the
variability in teaching styles, and what one course direc-
tor versus another may deem an appropriate exam ques-
tion, exam difficulty and class performance can vary sig-
nificantly throughout the year. In personal experience,
during my first year of pre-clerkship, I have observed
class-average scores range from 71%-84% on modular
exams. Providing a class-average grade for each exam
allows students to assess their performance relative to
that of the class.

A high-achieving class can motivate individual stu-
dents to study harder or more effectively. If the class-
average score on an exam is high, students are aware
that their peers have effectively learned the material.
Desiring to compare favourably to their peers, students
may choose to increase their study efforts, consequently
increasing their knowledge base.

Measuring progress within a cohort — such as the
Max Rady College of Medicine Class of 2022 —elimi-
nates many confounding variables that may otherwise
be present if measures from multiple cohorts were to be
combined into a single measure (e.g., combining grades
from the classes of 2022, 2021, 2020, 2019 etc.). Con-
founding variables may present as follows:

1) Different timing of holidays and notable
events relative to the class exam schedule
(e.g., one year, a class social event may oc-
cur before a final exam, whereas the next
year the event may take place afterwards).

2) A stressful event, impacting the entire
class, may occur in one year and not occur
in the next (e.g., injury or death of a stu-
dent in the class).

3) A modular course changes its course
leader from one year to the next, which
could impact the presentation of course ma-
terials and the types of questions selected to
appear on examinations.

Presumably, holding all else equal, events such as
these will produce observable differences in perfor-
mance across cohorts.

How feedback relative to class averages
might be undesirable in fostering devel-
opment of Competency 1.2

Even though the class average is generally used as a
barometer for individual performance, the class aver-
age is a relative measure. ExamplifyTM score evalua-
tions can change from one year to the next. Depend-
ing on the distribution of the normal curve for a class’
exam scores, the exact same raw score on an identical
exam can result in different qualitative feedback from
year to year. It is theoretically possible that one year a
raw score of 80% receives feedback stating the student
“needs improvement” in many sections, while the next
year the same examinations score is considered “doing
well.” Even if the questions appearing on the exami-
nations were the same, each student receives feedback
that is relative to the performance of the class.1

CanMEDS Scholar Competency 1.2 states that stu-
dents should be engaged in the continuous enhancement
of their learning using various internal and external
data sources. However, with the current exam soft-
ware, self-reflection is limited by unstandardized and
relative data. If a class average is lower than that of
a previous year, then the relative nature of this scor-
ing system could provide lower-achieving students with
positive feedback about their performance. Without
including the data of the past year’s performance, stu-
dents may lack additional data in reference to which
they would be motivated to improve their academic
achievement.

How feedback relative to a class average
may be undesirable in promoting Com-
petency 1.3

Despite of some of the shortfalls associated with pro-
viding student feedback relative to the class average,

1This outcome depends on the exact parameters which ExamplifyTM uses to differentiate above-average exam scores from below-
average exam scores. This is an exaggerated, and statistically improbable, example.
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this feedback can nonetheless be a significant motiva-
tor for individual student improvement. Class averages
aid students by providing an objective data source (al-
beit within a relative framework) to continually monitor
and identify the effectiveness of their learning strate-
gies. Providing a class average can also be a useful tool
to regularly inform students about how their classmates
are performing and can encourage students to strive to
meet the learning standards set by their peers.

Indeed, class averages can promote significant stu-
dent development in line with Competency 1.2. How-
ever, where Competency 1.2 focuses on individual stu-
dent development, Competency 1.3 places a focus on
student engagement in a collaborative learning envi-
ronment. For many students, competing against class-
mates in their undergraduate classes has become de
rigueur to attain admission into medical school among
increasingly competitive pools of applicants. In pre-
clerkship, students are primarily evaluated on their
exam performance. The way evaluations are struc-
tured, students are incentivized to maximize their own
individual efforts. Consequently, little focus is placed
on working towards collaborative efforts that can con-
tribute to collective improvements in medical educa-
tion.

Consider the earlier hypothetical example where the
same raw score on an exam could generate two differ-
ent qualitative exam reports. Assuming that each class
wrote the identical exam, differing qualitative feedback
could affect an individual’s preference for joining one
class versus the other. With the option of joining ei-
ther: the class where receiving 80% on an exam would
result in positive feedback, or joining the class where
80% would result in less favourable feedback, I per-
sonally suspect that many students would prefer to be
placed in the class where they are told they have “done
well” by receiving a mark of 80%. Rather than embrace
membership in the high-achieving class, I believe some
students may be unwilling to sacrifice a relatively high-
achieving performance and ranking among their peers
that could be achieved for a given level of effort. If this
unwillingness were to exist, it would speak to a certain
psychological mechanism running counter to the spirit
of the CanMEDS Scholarship competencies, and would
act in opposition to the goal of having individual learn-
ers working to contribute to collective improvements in
practice.

Concluding Remarks

Providing a class average to individual students for
feedback can have numerous benefits in helping the
individual student assess their performance relative to
their colleagues. By assessing their ExamplifyTM exam
reports, students can identify areas in which they are
underachieving relative to their classmates. Moving for-
ward, students can then take steps to address these
shortcomings by reflecting on previous approaches and
implementing new methods. However, I believe that by
informing students of their qualitative standing relative

to the raw class average we may be dissuading collab-
orative efforts. This qualitative feedback may serve as
a mechanism which promotes individual efforts above
collaborative efforts. Consequently, I believe that this
form of evaluative feedback is not promoting develop-
ment in Competency 1.3 and is falling short of the cur-
rent CanMEDS Scholar framework.

References
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Research as a University of Manitoba medical student: a crash course

Lourens Jacobs BSc, Janessa Siemens BSc∗

Max Rady College of Medicine, University of Manitoba
727 McDermot Avenue, Winnipeg, R3E 3P5

Abstract

“Do you have research experience?”, “What are your plans for the summer?”, and “How important is research?”.
These are questions which many 1st and 2nd year medical students may come across. Already, medical students
have a strong interest in research. A 2014 Canadian survey polled students at the Michael G. DeGroote School
of Medicine, and discovered that 89% of students had previous research experience.1 While student research
participation may vary from school to school, perceived barriers to student involvement in research persist.
These often include a lack of time, unfamiliarity with the research process and absence of knowledge related to
seeking research opportunities.2 This commentary will discuss what research in pre-clerkship can look like, tips
on the research process, the importance of research for medical students, and how to boost student involvement
in research.

Keywords: medical student, research, Manitoba

Why is research in medical school impor-
tant?

Exposure to research during medical school can pro-
vide numerous benefits. Students can gain an appreci-
ation for a medical specialty by learning about future
directions or important issues within a field, and/or see-
ing what work is being conducted “behind the scenes”
to improve patient outcomes. Students can also gain
firsthand insight into how physicians coordinate on-
going research projects in addition to, or in paral-
lel with, their own clinical practice (for information
on typical research involvement for given specialties,
see the Canadian Specialty Profiles compiled by the
CMA).3 Research also allows students to build con-
nections within a research team and its network of aca-
demic researchers, clinician-scientists, and clinicians.

In addition to exposure benefits, taking part in re-
search projects allows one to develop specific skills that
will be broadly generalizable within medicine. For ex-
ample, skills learned in clinical research, such as per-
forming statistical analyses on data sets, provides the
student with knowledge on data manipulation. This
knowledge can be used for one’s own future research
projects, and (possibly more importantly) provides the
student with an understanding of how to critically ap-
praise statistical analyses performed in other studies.
Furthermore, skills such as chairing lab meetings and
giving presentations can be used not only in other re-
search projects, but outside of research as well. Re-
search experience also furthers skills in multitasking,
communication, and scholarly writing.4 These, along

with the many other skills developed in research, can
be used between different specialties, within and out-
side of research, and for the rest of one’s career.

As future physicians, it is important for medical stu-
dents to be think critically, and to be able to keep up
with the dynamic field of medical research.5 Research
experience is one excellent way to develop these broad
analytical skills. A recent survey asked medical, vet-
erinary, and dental students in Britain what key skills
and attributes they considered to be important for a
professional career. Results from the survey demon-
strated that students valued having critical appraisal
skills and an inquisitive mind, skills which they felt
they developed more by completing their final research
project, rather than the degree programs themselves.6

Such skills help students understand the results of rel-
evant diagnostic, prognostic, and treatment trials, as
well as how to apply these findings to clinical prob-
lems.5

Research may also contribute to medical students
successfully matching to their desired residency pro-
grams. This is because many residency programs place
at least some emphasis on prior research experience, or
involvement in scholarly activities, which may or may
not result in a peer-reviewed publication.7 The Schol-
arly Activities and Research Experience section of the
Canadian Residency Matching System (CaRMS) resi-
dency application states “This section is for recording
scholarly activities and research experiences, which may
include paid or unpaid work. For the purposes of
this application, scholarly activities are defined as op-

∗correspondence to: siemen15@myumanitoba.ca
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portunities to participate in research, organized clin-
ical discussions, rounds, journal clubs, and con-
ferences. The research experiences you list here do
not have to be published works, simply research in
which you were an active participant.” 7 Thus, partici-
pation in extracurricular scholarly activities, regardless
of whether it is strictly published material or not, can
be included on an application and may benefit the stu-
dent.

Lastly, research further provides students with men-
torship opportunities which enable knowledge-sharing
on various topics. Clinician-scientists can provide stu-
dents with insight into medical school, residency ap-
plications, and establishing a career suited to their
interests.8 Furthermore, early-formed, long-standing
relationships could facilitate reference-letter requests
in the future.8 Establishing rapport with a clinician
can allow him/her to write a more personalized letter
attesting to the student’s traits and skill set.8

How to get involved
The Max Rady College of Medicine offers pre-clerkship
students a number of formal research opportunities.9

Options include the BSc(Med) program (in which stu-
dents conduct a research project over two summers
following first- and second-year medical school), the
MED Summer Research program (similar to BSc(Med)
but conducted over one summer only), as well as the
MD/MSc and MD/PhD programs, which require that
medical students take 1-4 years away from medical
training to complete their graduate degree. Each of
these programs provide students with stipends of vary-
ing amount, along with strong administrative support
and guidance. Further details information on these pro-
gram, including frequently asked questions, and con-
tact information, can be found on the College’s Gradu-
ate and Advanced Degree Education in Medicine web-
page.9 Students may also conduct research through the
Standing Committee on Research Exchange (SCORE)
international exchange program through a partnership
between the Canadian Federation of Medical Students
and the International Federation of Medical Students.
Applications are completed in the fall for exchange oc-
curring the following summer. More information can
be found on the program’s website.10

While research experience can be obtained through
university-sanctioned programs, research opportunities
are by no means limited to these programs. Other
university faculty, hospital staff, and resident physi-
cians are often open to student participation on their
projects. Students can discuss their interest in research
while shadowing a physician, or can simply raise the
topic with physicians they already know. Anecdotally,
it can be quite easy to get involved with projects that
require less of a time commitment than, for exam-
ple, a two-summer full-time BSc(Med) project. These
projects can still provide an environment to build con-
nections with physicians, learn about a medical field,
and hone practical skills students can use in future
projects.

Tips (adapted from Young et al)4

• Find a mentor that is interested in working with
students and has (preferably) done so before

• Before getting started with a project, conduct a
literature review on the topic to come up with
new ideas, or do readings (e.g. textbooks, online
resources) to establish a knowledge base

• Before committing to a project, discuss with the
researcher how you will be acknowledged for your
contribution and what your goals are. You may
want to ask about time commitment, if the re-
searcher plans on publishing the project, the
predicted timeline for publication (i.e. will the
project be published before residency application
deadlines?), and if the researcher is open to in-
cluding students as co-authors.

• Set deadlines – both for yourself and in coordina-
tion with your mentor/supervisor

• Start small! Smaller projects are more manage-
able and have a greater likelihood of being fin-
ished

• Ask around! Take initiative, be a “trailblazer”,
and find projects that interest you and suit your
abilities and schedule. Some University of Man-
itoba residency programs even list resident con-
tact information on the residency program infor-
mation webpage.

Conclusion
Research can benefit medical students by providing ex-
periences which can be useful for future residency appli-
cations, allow for mentorship opportunities, and enable
the development of critical thinking skills which could
be utilized as future clinician and researcher. The Max
Rady College of Medicine offers organized programs for
involvement in research at undergraduate level, but stu-
dents should also be open to reaching out to healthcare
professionals to initiate, or get involved with active, re-
search projects. The privilege of contributing to medi-
cal advancement, the skills and experiences gained, and
the connections built, mean medical student involve-
ment in research is likely quite beneficial to the general
education of an undergraduate medical student.
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Abstract

As many medical students, residents, and attending physicians can attest, medicine is a unique and challenging
field. With all that medicine entails, the topic of physician health and wellness has emerged as an area of
concern. Poor physician wellness has numerous effects, with implications reaching beyond lives of the affected
physicians and their families. Although progress has been made to improve physician wellness, the process
remains incomplete. Changes at every level — from individual physicians, all the way to medical regulators and
government — may be necessary to establish satisfactory support for physicians going forward.

Keywords: physician wellness, burnout, resident duty hours

Physician health and welfare is an area of growing inter-
est and concern within the medical profession, whether
at the level of the student learner or the experienced
physician.1 The Canadian Medical Association (CMA)
explains that physician wellness “encompasses [not just]
the prevention and treatment of acute or chronic issues
of individual physicians; [but also] the optimization
of interconnected physical, mental and social factors
to support health and wellness.”1 Therefore, physician
well-being can include broad issues such as burnout, ad-
diction, personal stressors and mental health concerns,
among others.2

To gain a better understanding of the issue, the
CMA conducted and published the results of their Na-
tional Physician Health Survey (2017), which includes
data on approximately 3000 attending physicians (at-
tendings) and resident physicians.1 The survey found
levels of emotional, psychological and social well-being
to be high in only 87%, 81% and 65% of respondents, re-
spectively.1 Areas noted to be of concern included rates
of burnout, depression, and lifetime suicidal ideation,
with significantly more residents reporting these expe-
riences than attendings.1 Specifically, 48% of residents
and 32% of attendings screened positive for depression,
while high levels of burnout were reported in 38% of res-
idents and 29% of attendings.1 Although there were no
significant differences in overall mental health, burnout,
depression or suicidal ideation between various medi-
cal disciplines, those whose main setting was a hospital
had higher odds of lower emotional, social and psycho-
logical well-being, with surgical specialists and labora-
tory specialists having the highest odds compared to all
other areas of practice (1.74 times and 2.44 times higher
odds respectively).1 Interestingly, more than 80% of re-

spondents were aware of physician health programs that
were available to them, yet only 15% reported having
accessed them in the past five years.1 The top barriers
to accessing services included a belief that the situa-
tion was not sufficiently serious, feelings of shame, and
a lack of awareness of the array of services that were
available.1 For those who did seek help, the CMA lists
mental health and related concerns (e.g. depression,
burnout), personal stressors (e.g. family and relation-
ships), addictions and associated disorders as the lead-
ing reasons.1

Concerns surrounding physician wellness are not an
isolated Canadian phenomenon. Recent studies from
the United States (US) found burnout rates of 45.5%
and 43.9% in 2011 and 2017 respectively, with an in-
crease to 54.4% in 2014.3 This temporary increase is
speculated to be due to a combination of changes in
organizational structure that occurred with hospitals
and medical groups around that time, simultaneous
changes in regulations, and a proliferation of admin-
istrative work that resulted.3 Examining the 2017 re-
sults further, emergency medicine, obstetrics and gyne-
cology, and family medicine were the specialties found
to have the highest rates of burnout.3 Regarding sui-
cide, data suggests that American physicians have one
of the highest rates compared to any other profession in
the US, with suicide claiming the lives of 300-400 physi-
cians every year,4 a rate twice that of US non-physician
men and two to three times that of US non-physician
women.5

The impact of physician health and wellness is not
isolated to the physicians themselves and their families
and friends. Patients and the healthcare system at large
can also be affected by the downstream effects of physi-
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cian burnout. For example, a recent meta-analysis pub-
lished in 2018 found that burned-out physicians are two
times more likely to provide care that is sub-optimal
and three times more likely to have a patient give them
a low satisfaction rating.6 Building on this, the Cana-
dian Medical Protective Association (CMPA) observes
that burned-out physicians may be “taking short-cuts,
failing to follow established procedures, not answer-
ing patient questions, not discussing treatment options,
and making treatment or medication errors that cannot
be attributed to a lack of knowledge.”7 They further
warn that due to these factors, patients of these physi-
cians are more likely to be non-compliant with treat-
ment regimens, have an extended recovery period post-
hospital discharge and even more concerningly, have a
higher chance of mortality.7 Physician absenteeism and
early retirement are also possible consequences that can
have downstream effects.8 Both absenteeism and early
retirement can lead to fewer available physicians, which
can affect an institution’s ability to admit and care for
patients, interpret imaging that is ordered, or perform
surgeries.7 This can lead to a further need to prior-
itize urgent cases, reduced access and quality of care,
and increased workload for remaining staff.7 To provide
a financial perspective, the University of Toronto esti-
mated in a 2014 study that premature retirement and
diminished work hours as a result of burnout is costing
the healthcare system $213.1 million; money that can
be better spent elsewhere.7 The fact that burned-out
physicians are more likely to be involved in lawsuits,
and may also be more liberal when it comes to the or-
dering of tests (e.g. blood work, imaging) or requesting
of referrals, only adds further to this number.7

Having established that physician wellness is a con-
cern, understanding the factors affecting it is impor-
tant. Like many things, physician wellness is affected
by a multitude of factors – both intrinsic and extrin-
sic.1 Intrinsic factors are characteristics and vulnera-
bilities associated with an individual, whereas extrinsic
factors have to do with outside influences. For exam-
ple, extrinsic factors include matters related to duty
hours, training/practice standards, patient loads, sup-
ports available, administrative demands, workplace au-
tonomy, and criticism by others.7,8 Overall, contrary
to how some physicians may feel, the literature consis-
tently describes extrinsic factors as the primary con-
tributors of burnout.9,10 This supports the claim that
the responsibility of physician wellness falls not just on
physicians themselves, but on medical schools, medi-
cal organizations, regulators, institutional and hospital
leaders, as well as on governments.8,9

Undoubtedly, the work environment, duty hours,
and expectations of attendings and residents are bet-
ter than years past. Nonetheless, there are no regula-
tions regarding minimum or maximum duty hours in a
fully trained physician’s practice. Conversely, a typical
schedule for a resident can involve regular days being
10 hours long, compounded with frequent weekday calls
(14-17 hours long) and weekend/holiday on-call shifts
(24 hours long plus the amount of time it takes to trans-

fer care to another provider).11 To specify, in-hospital
call can be scheduled up to seven times on average over
a four week period, and when combined with home call,
can be up to 10 times over the same time period.11 This
may result in up to an average of 89 working hours per
week over a four week period being allowed, which is
double the average of many other professions.11 Ed-
ucational/academic activities that preclude a resident
from patient care do not qualify as duty hours and are
therefore not included in this number.11 Preparation
for examinations and participation in common activi-
ties such as mentorship, research, or journal clubs are
additional external commitments not accounted for by
duty hours.11 Despite this, workloads can still increase
further by an additional on-call shift per month if a co-
resident on a service takes leave for any reason (e.g. ed-
ucational, compassionate, maternity).11 In attempt to
not compromise patients and colleagues, rigid adher-
ence to duty hours is not advised; although concerns
should be raised, if present, in order to address them
(e.g. feeling pressured to stay).12

As evident from the above, many concerns and fac-
tors impacting physician well-being exist and have been
identified. Fortunately, some strategies have been im-
plemented or proposed in order to address this growing
concern as well. Like others, the CMA suggests changes
from the individual level up to the governmental level.8

The individual physician can benefit from having a per-
sonal family physician, making conscious efforts in help-
ing create supportive work and training environments,
and ensuring sufficient time-off for interests outside of
medicine (including personal relationships).8 By being
supportive of colleagues booking time off work for vaca-
tion or important personal events, one can help foster a
culture where work-life balance is seen more positively,
rather than as a lack of commitment. Higher-level
changes that are recommended include addressing bar-
riers that currently exist for physicians in accessing re-
sources, promoting wellness more than just focusing on
harm reduction, conducting research on the effective-
ness of various possible interventions, and governmental
enforcement of standards related to health and wellness
that are comparable to other professions.8 Specific ex-
amples of change at this level can include the introduc-
tion of a widely-accessible yet comprehensive document
outlining resources available for those who need them,
and implementing a wellness program (e.g. mindful-
ness sessions and peer-support groups) with staff in-
put. This can simultaneously help tackle the stigma
that currently surrounds mental health. Having reg-
ular opportunities to learn how to effectively manage
stress, critically analyze one’s own cognitive processing,
and recognizing the interconnections between different
aspects of life (e.g. physical, emotional, and cognitive)
can be beneficial in building resilience – an important
factor when it comes to tackling burnout.1 However,
as the CMA emphasizes, changes at the individual and
systems level need to be combined in order for there
to be meaningful impacts that are sustainable.8 Thus,
collaborations are paramount.8 This distributive model
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of responsibility and promotion of a culture of wellness
is outlined in the CMA Code of Ethics and Profession-
alism further establishing its significance.13

Current projects and interventions already in place
include the CMA Wellness Ambassador initiative as
well as the hosting of conferences such as the In-
ternational Conference on Physician Health (October
2018).14 Both the initiative and the conferences are
aimed at gaining more insight on the issue of physician
welfare, being a platform for ideas, and acting as cata-
lysts for change.14 On a provincial level, Doctors Mani-
toba has a website detailing many resources including a
24-hour confidential physician and family support line
to manage a wide variety of wellness concerns.15 Doc-
tors Manitoba also has a Physicians for Physicians pro-
gram that helps connect physicians with doctors expe-
rienced in treating fellow healthcare providers.15 Physi-
cians at Risk, a peer assistance program available for a
wide range of issues (e.g. marital and financial stress),
and MD Care (a program that provides physicians and
their families with comprehensive psychiatric care), are
additional resources in Manitoba.15 The United States
is taking a similar approach, introducing programs such
as Physician Health First (established in 2017), which
includes a website outlining many resources and educa-
tional materials.16 Other initiatives include organizing
health and well-being conferences, and appointing Chief
Wellness Officers at some academic medical centers to
ensure staff well-being is a priority.16,17 As an example,
the Mayo Clinic made a conscious effort to tackle staff
wellness by targeting nine organizational strategies, re-
sulting in a decrease in burnout rates by 7%, despite an
11% national rise.10 These strategies included recogniz-
ing the presence and extent of their problem by various
means of communication (e.g. townhalls, letters, face-
to-face), striving to create a sense of community within
the workplace (e.g. celebrating achievements and en-
couraging peer support when needed), and offering re-
duced duty hours to promote work-life balance.10 This
is yet another example that demonstrates the benefits
of change and how the medical profession can evolve for
the better.

Notwithstanding the advancements already made in
the profession, (i.e. improvements in the working en-
vironment, duty hours, and other factors), physician
health and wellness remains a concern of today and a
goal for tomorrow. Strategic changes, such as the in-
troduction of positions specifically designed to address
wellness in the workplace, and contracts limiting res-
ident duty hours, are a start — and should be more
widespread — but they are not the ultimate goal or
solution. Physicians, other stakeholders, and even en-
tire countries need to come together to learn from each
other, make wellness a priority, create change, and lay
the foundation for a better future for everyone — pa-
tients and physicians alike.
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Abstract

18% of the Canadian population lives rurally, yet only 8.5% of physicians practice in rural communities. Over
the past 20 years, the College of Family Physicians of Canada (CFPC) has strived to improve access to health
care for rural Canadians through increased development of rural residency training programs. Rural training for
residents and undergraduate medical students has been shown to increase the likelihood that students and/or
residents choose to practice in rural areas. Since 2011, all Manitoba regional health authorities have had rural
Family Medicine residency programs offered through the University of Manitoba, with the exception of the
Interlake-Eastern Regional Health Authority (IERHA). In July 2019, the IERHA accepted its first cohort of
rural Family Medicine residents. Through an interview with the Interlake Eastern Family Medicine program
director, Dr. Ian Alexander, and a brief review of the history of rural Family Medicine residency programs, this
paper examines how a rural residency program may impact the healthcare in the IERHA.

Keywords: rural residency, family medicine, interlake-eastern regional health authority

The history and development of rural
residencies in Manitoba and Canada

While approximately 18% of the Canadian population
lives rurally, only 8.5% of Canadian physicians prac-
tice clinical medicine in rural communities (communi-
ties with ¡10,000 people).1 While there is no single com-
mon definition of “rural,” Statistics Canada defines ru-
ral communities as “the population living in towns and
municipalities outside the commuting zone of larger ur-
ban centres with populations greater than 10,000.”2 In
regards to medicine, rural practice is considered “prac-
tice in nonurban areas, [whereby] most medical care
is provided by a small number of general practition-
ers and/or family physicians [who have] limited or dis-
tant access to specialist resources and high technol-
ogy health care facilities.”3 Rural populations are faced
with unique health challenges; this is due to decreased
access to health care, exposure to harsher weather con-
ditions, as well as increased occupational hazards as-
sociated with farming and mining. Furthermore, rural
populations also tend to be older, less educated, and
have a lower household income as compared to than
those living in urban centers, all of which characteris-
tics are associated with worse health outcomes.4

The challenge of retaining rural physicians in
Canada is not novel. Twenty years ago, The College
of Family Physicians of Canada (CFPC) acknowledged
this concern, and published a report on the postgrad-

uate education in rural Family Medicine that focused
on recommendations for boosting the number of rural
family physicians in the new millennium.5 At that time,
the CFPC reported that 30.3% of Canadians lived in ru-
ral areas, yet only 9.9% of physicians practiced rurally.
The CFPC report recommended increasing the number
of rural Family Medicine training programs in order to
deliver training that would prepare physicians for ru-
ral Family Medicine practice. Motivating the develop-
ment of more rural residencies programs was the recog-
nition that the conditions of rural practice — including
decreased access to specialists, less available medical
technology, and unique health concerns — required ru-
ral practitioners to obtain a specific skill set, knowledge
base, and attitude to provide optimal care. The CFPC
recommended that rural Family Medicine training posi-
tions be available for application through CaRMS, iden-
tify specific rural community needs, and reflect rural
health care requirements. As no national standards re-
garding rural training existed at the time, it was stated
that students entering rural Family Medicine residen-
cies would spend a minimum of six months of their two
years of training in a rural centre, including a minimum
of four months in one site to foster continuity of care.
Additionally, over time, programs were developed that
allowed residents to choose to become a family physi-
cian with enhanced skills in areas including but not lim-
ited to anesthesia, obstetrics, emergency medicine, and
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geriatrics. The CFPC Working Group recommended
that communities with rural Family Medicine programs
had a working hospital, were able to offer extensive
clinic experience, and a curriculum based on the clinical
realities of rural practice.

By 2013, substantial changes had been made to
increase options accross the country for rural Family
Medicine residency positions.6 The number of rural
training sites for Family Medicine residents increased
from 25 to 86 (between 1998 and 2008), and the num-
ber of rural Family Medicine residency positions in-
creased from 36 to 365 (between 1989 and 2013). How-
ever, despite this ten-fold increase in the number of
rural Family Medicine residency positions, as well as
the numerous incentives implemented by universities,
governments, and communities to recruit family physi-
cians to rural regions, the medical education system was
nonetheless still unable to produce an adequate number
of rural family physicians to serve rural communities.6

Recruitment and retention of physicians in Mani-
toba’s rural and remote communities reflects the strug-
gle seen across Canada.7 Health responsibilities in the
province are divided among five regional health author-
ities: Winnipeg (including Churchill) Regional Health
Authority (RHA), Southern Health, Prairie Mountain
Health, Northern RHA, and Interlake-Eastern RHA.
Prior to July 2019, the University of Manitoba offered
two urban Family Medicine residency programs (both
in Winnipeg), a northern-remote program (various lo-
cations), and five rural Family Medicine residency pro-
grams (Brandon, Boundary Trails [Winkler/Morden],
Parkland [Dauphin], Portage la Prairie, Steinbach).
Through these various programs, Family Medicine res-
idency has been offered in all Manitoba health author-
ities except the Interlake-Eastern since 2011; In July
2019 the Interlake-Eastern welcomed their first resi-
dents to their new program.

The Interlake-Eastern Regional Health Authority
(IERHA) has a permanent population of 129,000 resi-
dents, and substantially grows beyond this in the sum-
mer months as tourists visit the lakes and beaches in
the region. There are 10 hospitals in the region, 16
personal care homes, and 19 EMS stations through-
out the 61,000km2,2,8. The largest community in the
IERHA is Selkirk, a town of nearly 10,000 people.9

A new regional health centre was opened in Selkirk
in 2017, and in June 2019 the region will accept the
first two rural Family Medicine residents to be trained
in the Interlake region. The IERHA reports that in
other Manitoba regions, residents training in Manito-
ban rural residency programs develop connections to
the community they are working in and often decide to
practice as an attending family physician in the region.
Other regions have and continue to see return rates of
70 to 80% because of the attachment doctors make to
the community throughout two years of rural Family
Medicine training.10

The future of medicine in the IERHA:
An interview with Dr. Ian Alexander,
MD, CFPC
Dr. Ian Alexander is a family physician who practices
as part of the Selkirk Medical Associates group in the
Selkirk Medical Centre and Selkirk Regional Health
Center. Dr. Alexander graduated from the Univer-
sity of Manitoba, Max Rady College of Medicine in
2012. He completed his Family Medicine residency
training in Dauphin, Manitoba prior to returning to
his home community of Selkirk, Manitoba to practice
medicine. Throughout his career, Dr. Alexander has
demonstrated his passion towards medical education,
as has acted as a preceptor for numerous students
for exposures and electives in rural Family Medicine.
His dedications towards medical education led him to
become the Physician Lead in developing the new Fam-
ily Medicine residency program in Selkirk, Manitoba.
I have been fortunate to learn from Dr. Alexander
throughout my undergraduate medical education and
recently interviewed him regarding the future residency
program in Selkirk.

Why did you want to start a residency program
in Selkirk?

It was clear that no formal connection to the U of M
existed in the IERHA when I started practice in 2014.
I enjoy teaching and knew that I wanted to include
that as part of my medical practice. In Selkirk there
were occasional clerks, Rural Week students, and very
few Home for The Summer students. It became clear
that students wanted to spend time in our region, and
that extrapolated well to expect that residents would
be interested in our region. We know that residents and
students help build a good environment for physicians
and patients, and as a group we felt that having learn-
ers would help us. Not only would these learners help
our day to day practice by challenging us and ensuring
that we’re up to date, but of course we hope to show
the great opportunities that exist within our commu-
nity and hopefully some of our learners will decide to
join a local practice when they complete their training.

Is there a physician shortage in the Interlake?
If so, how do you expect the introduction of a
residency program to affect this?

Definitely. We are short physicians in all areas within
in the Interlake Eastern Regional Health Authority. We
see this with patients travelling long distances with the
region, and potentially outside of the region to meet
their primary care needs.

We are hopeful that the introduction of a residency
program will help us recruit locally trained physicians
to help meet the needs of our communities. While there
is no formal return-of-service agreement, we are hope-
ful that the experience of working within the IERHA
will encourage our residents and those trained in other
Family Medicine programs to consider setting up prac-
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tice in our region.

Why should students considering Family
Medicine consider residency in the Interlake
program?

We remain a great untapped resource for medical learn-
ers and subsequently offer the opportunity for excellent
hands-on experiences for medical students and residents
alike. Like many rural training programs, we offer ex-
cellent clinical learning without our students competing
with large volumes of learners like in Winnipeg. We
offer a great opportunity for students to experience the
full variety of rural practice without having to be hours
and hours away from the city.

How do you expect the rural residency program
to change the way health care is delivered in
Selkirk and the surrounding Interlake?

I strongly believe that a rural residency program will
make the physicians more engaged, more team oriented,
and more up to date in Selkirk and throughout the
IERHA. This is a win-win-win for physicians, the com-
munity, and learners. Given that learners are trained
in multi-disciplinary teams, the addition of a residency
program will ensure that our practices grow in a col-
laborative, inter professional manner that can only help
our physician colleagues, and our patients.

As our residents will be in Selkirk and throughout
our health region we hope to have these changes im-
pact Selkirk and all other communities that provide
primary care. Within our region each community prac-
tices in a way that is most appropriate for its providers
and population, and I hope that we can amplify what
makes each community exceptional for its community
members, and by this show our great region and what
it can offer to any student who is interested!

The effect of rural exposure on rural re-
cruitment
The physician recruiter for the IERHA, Ms. Lorri Beer,
reports that to keep the emergency departments (EDs)
within the IERHA open 24 hours a day and 7 days a
week, the region would need to recruit over 20 physi-
cians. She is confident that the new residency program
will have a positive impact on recruitment to the re-
gion in the coming years, stating that “[by] offering our
own program, we’re integrating new doctors into our
region earlier in their careers. Once they become fully
licensed, they are already familiar with the region and
its health concerns and internal processes. In essence,
they have already established their own practice and
they have the comfort of knowing what that practice
looks like.”10 However, while increasing the number of
rural residency positions provides more students with
the option to train rurally, multiple studies have demon-
strated that several factors influence the likelihood of
rural practice prior to a medical student receiving their
medical doctorate.

A recent study in New Zealand sought to deter-
mine factors that maintained medical student inter-
ested in working rurally by having students complete
questionnaires upon entry into medical school and at
time of graduation. The questionnaires focusing on
demographics, career aspirations, and influencing fac-
tors.11 Results of the study suggested the women raised
in rural areas were the most likely to have rural inten-
tions at entry to and exit from medical school. Further-
more, the study showed that the extent of interest in
helping people, work culture typical of a discipline, and
experiences during medical school are all factors that
influence students’ career decisions. Interestingly, stu-
dents considering rural practice at both matriculation
and graduation were comparatively less influenced by
factors such as mentor influence, intellectual content of
a specialty, and job security.11

A Canadian study of medical students matriculating
between 2002 and 2004 found a strong positive relation-
ship between career interest in rural Family Medicine at
entry to medical school and post-residency rural prac-
tice as a family physician.12 A recently published study
involving cohorts of Manitoba medical students from a
similar time period examined associations among cur-
rent location of rural practice and frequency of access to
rural-focused professional learning, finding that greater
exposure to rural medicine predicted greater likelihood
of rural practice.13 Together, results of these studies
suggest that students’ perceptions of rural practice at
the outset of medical school can influence the likelihood
of eventually practicing in a rural area.

The Interlake Eastern Region of Manitoba contin-
ues to struggle to staff EDs and offer primary care to
all residents. In offering a residency program the re-
gion hopes to recruit young physicians who will develop
a positive relationship with the communities within,
and consider continuing to work in the region follow-
ing residency. Currently, many of the rural residency
programs in Manitoba are relatively new, making is dif-
ficult to determine their long-term effectiveness in re-
taining rural doctors. The longest running program is
the Parkland program. In this region the communities
have become significantly better staffed when compared
to two decades ago. In the future, the CFPC and So-
ciety of Rural Physicians of Canada should re-evaluate
the growth of rural residency programs and determine
their effectiveness at training adequate numbers of rural
family physicians and improving rural health, particu-
larly in smaller, understaffed communities such as those
in rural and Northern Manitoba.
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Abstract

Rising healthcare costs are unsustainable for a publicly funded healthcare system such as Manitoba’s, necessi-
tating a search for cost-effective solutions. This article presents a brief literature review on the cost-effectiveness
of interprofessional collaboration (IPC), which is one potential solution to rising healthcare costs. The review
demonstrates that IPC is a cost-effective method of managing acute and chronic health conditions, and could
lead to reduced emergency department visits and shorter hospital stays.
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Introduction
In 2017, the Manitoba government asked healthcare
authorities to find cost savings, which led to a ma-
jor revamp of the Manitoba healthcare system, includ-
ing emergency rooms converted to urgent care; nursing
job cutbacks and scheduling changes; funding cuts to
some programs; and emergency medical services clo-
sure.1,2,3,4,5,6 During the resulting assessment, inter-
professional collaboration (IPC) emerged as a cost-
effective, patient-centred solution to rising healthcare
costs. This article presents a brief review of the litera-
ture on the cost-effectiveness of IPC.

IPC is a “partnership between a team of health
providers and a client in a participatory, collaborative
and coordinated approach to shared decision-making
around health and social issues,” involving individu-
als from at least two different professions.7 As part of
the CanMEDS framework, medical professionals are
expected to collaborate with other healthcare team
members.8 Despite this expectation, IPC is not al-
ways the norm in current healthcare settings.9 Studies
of Canadian family physicians found that collabora-
tion between physicians and non-physician healthcare
providers is not very common.10,11

Literature Review
Relevant studies published within the last 10 years were
identified with CINAHL using the subject headings
(joint practice OR interprofessional relations) AND
(cost benefit analysis OR health care costs OR costs
and cost analysis OR cost savings). A study was in-
cluded in this review if it identified an interprofessional
team consisting of at least two different health profes-

sions and presented data related to healthcare costs.
Studies were excluded if the team members discussed
were not members of a healthcare profession, or if the
study was comparing different IPC care delivery meth-
ods (e.g., in-person versus telephone-based). Thirty-
four studies were reviewed and after application of the
inclusion and exclusion criteria, nine articles were se-
lected for inclusion.

Results

IPC in managing chronic conditions
A review on physician-pharmacist collaboration re-
ported a 43-89% improvement in blood pressure con-
trol in individuals that were seen by both a physician
and a pharmacist.12 The same review also reported
that physician-pharmacist collaborations reduced the
average HbA1c by 1.2% and led to 24% more individu-
als having an HbA1c <7% compared to physician-only
care. Additional studies on physician-pharmacist col-
laboration have reported a lower provider visit cost per
patient and no significant cost differences between the
collaborative care model and usual care – even though
the IPC model provided greater hypertension and dia-
betes control.12,13

Cancer patients are another group of chronically ill
individuals that benefit from IPC. Up to 35% (range:
4 – 35%) of patients with cancer discussed during mul-
tidisciplinary team meetings received changes in their
diagnostic reports.14 Furthermore, a review found that
compared to a comparison group not discussed in mul-
tidisciplinary team meetings, those patients discussed
in team meetings were more likely to receive appropri-
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ate staging and adjuvant treatment.14 Individuals with
cancer also benefit from collaboration between breast
care nurses and physicians through reduced hospital
readmissions, emergency department visits and mental
health costs.15

IPC has been reported to lead to cost-reductions
in managing patients with chronic pancreatitis and
chronic kidney disease. In a review of 2-years of health-
care costs in a large medical center, applying an IPC
model of healthcare to the treatment of individuals with
chronic pancreatitis led to reduced length of hospital
stays and an estimated overall savings of $670,750.27
USD (N=311).16 Savings of $1931 USD annually per
patient were reported in patients with chronic kidney
disease treated using an IPC model involving nurses,
physicians, pharmacists and dieticians.17 The model
led to better renal survival and fewer patients requiring
transplant.17

IPC in managing acute conditions and in
surgical settings
In a program addressing depression and anxiety sec-
ondary to acute cardiac illness, a psychiatry and so-
cial work IPC intervention was found to involve higher
costs but resulted in more quality-adjusted life-years,
depression-free days and fewer emergency department
visits.18

A 2008 study showed that within a cardiac sur-
gical unit, IPC involving nursing, medicine, phar-
macy and physiotherapy reduced cancellations, post-
operative clinical incidents, and the length of post-
operative stays leading to cost savings worth $508,845
USD (n=260).19 An economic analysis study found
that IPC involving physicians, therapists and social
work was more cost-effective compared to traditional
perioperative hip surgery management if n>54 patients
and resulted in cost savings if greater than 318 patients
were treated annually.20

The Institute of Healthcare Improvement outlined
the Quadruple Aim as a compass to direct the health
care system’s future. The Quadruple Aim lists im-
proved experience of care, improved population health,
improved provider well-being and reduced healthcare
costs as potential targets for improving the overall
health system.21,22 The current literature suggests that
IPC can be used as a tool to reduce long-term health-
care costs across a variety of healthcare settings, and
in the treatment of various chronic and acute health
conditions. In this review, most studies indicate a non-
statistically significant slightly higher initial cost as the
IPC model includes more healthcare professionals pro-
viding care to each patient. However, cost reductions
to the healthcare system came from reduced emergency
department visits, reduced length of hospital stays and
better patient management (i.e. better assessment and
treatment). These cost reduction measures are espe-
cially important for the Manitoba healthcare system as
the system is undergoing a transformation resulting in
emergency department closures while also experiencing
a bed shortage.23

While the literature included in this article was
reviewed specifically for outcomes related to reduced
healthcare costs, the Canadian Interprofessional Health
Collaboration also reports that IPC can enhance prac-
tice and service delivery, and may also enhance pa-
tient care.24 Locally, the Winnipeg Regional Health
Authority endorses collaborative care as it creates bet-
ter health outcomes, enhances satisfaction with care,
improves patient safety, increases providers’ health
and job satisfaction, and is cost-effective and cost-
efficient.25

The articles included in this review have several lim-
itations. First, most of the articles are from foreign
healthcare systems. The differences between Canadian
and foreign health systems limit the generalizability of
the findings. Second, the number of articles involved in
this brief literature review may not be representative
of the entire knowledge base around the topic. De-
spite these limitations, Canadian healthcare systems
are highly likely to benefit from enhanced IPC to pro-
mote cost-efficiencies and cost-reductions. As the cur-
rent Manitoba healthcare system is undergoing trans-
formation, policy makers and health leaders should in-
vestigate IPC as an evidence-based tool that offers op-
portunities for improved cost-effective care to be deliv-
ered within the healthcare system.
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Abstract

Complementary and alternative medicine (CAM) refers to approaches to health care that falls outside of the
medical mainstream. CAM modalities are experiencing growing popularity and use across Canadian society.
This article explores the implications of this trend, examining why patients opt for CAM, the status of CAM in
the public health care system, and what this may mean for health care practitioners.
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Complementary and alternative medicine (CAM) de-
scribes a variety of health care approaches that fall
outside the scientific and medical mainstream such as
homeopathy, acupuncture, and naturopathy.1 Users of
CAM represent a significant and growing segment of
Canadian society. A 2016 survey of Canadian adults,
conducted by the Fraser Institute, found that nearly
80% of Canadians have used a CAM treatment at some
point in their lives, with 56% reporting use of CAM
within the past year.2 This represents an increase from
prior survey data collected in 1997 finding 73% lifetime
use and 50% recent use of CAM.1 These data indicate
that CAM is a growing part of how Canadians approach
health and their health care.1 This article will examine
why some patients elect for CAM therapies, the role
of CAM in the Canadian health care system, and how
physicians may constructively respond to patients who
use CAM.

While a common narrative has been that the growth
of CAM use is driven by increasing societal distrust of
medicine and doctors, the evidence to support this is
weak. This is especially true in a Canadian context, as
recent survey data indicates that doctors remain one of
the most trusted professions amongst Canadians.3 Fur-
ther, a number of studies have found that a patient’s
attitude towards their doctors was not a predictor of
CAM use.4,5 Given the evidence suggesting mistrust is
not the driver of CAM use, one must consider other
contributing factors. Other studies have indicated that
patients elect for CAM treatments due to their “natu-
ral” presentation, to increase their healthcare options,
and because they seek to be more engaged in their
care.5,6,7 These studies indicate that CAM is used by a
diverse patient population for diverse reasons.6,7 Fur-
ther, the evidence indicates that patients see CAM as
a supplement to, rather than a replacement for, main-

stream Western medicine. The majority of those who
see CAM providers do so to fill perceived gaps in their
care and continue to visit physicians for their health
concerns, especially significant ones.6,8 There is also
evidence that CAM use in Indigenous communities is
linked to community relationships and a sense of per-
sonal empowerment after treatment.7

Although CAM therapies lie outside of the scien-
tific mainstream by definition, some CAM therapies
have greater or lesser levels of governmental and soci-
etal acceptance. Ontario is currently the only province
to designate homeopathy as a registered health pro-
fession, but acupuncture, naturopathy, and chiroprac-
tic providers are designated in four, five, and ten
provinces respectively.9,10,11,12 Where these regulations
exist, they are similar to those for other registered
health professions, setting limits of practice and confer-
ring the right to use the title of doctor in the context
of their field.

While many CAM therapies are covered by pri-
vate health insurance plans, the only CAM therapy
covered by provincial health insurance plans is chiro-
practic. Chiropractic, a form of alternative medicine
that purports to fix health problems by manipulating
the musculoskeletal (MSK) system, has some degree of
public health care coverage in British Columbia, Al-
berta, and Manitoba, with Manitoba being the only
province to offer universal coverage.13,14,15 This is in
spite of limited and weak evidence in the literature to
support chiropractic as a method for MSK related is-
sues. The lack of evidence surrounding chiropractic
may be responsible for a significant reduction in chi-
ropractic health coverage in recent years;16 notably,
Ontario and Saskatchewan historically covered chiro-
practic treatments, but stopped doing so in 2004 and
2017, respectively.17,18 Chiropractic is one of the most
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commonly used CAM treatments in Canada, with 42%
of Canadian adults reporting at least one chiropractic
visit in their lifetime.2 Its popularity may partially at-
tribute to its unique status among CAM treatments in
its receipt of provincial coverage.

Despite growing popularity,1naturopathy and
acupuncture have so far operated independent of the
Canadian public healthcare system, with one notable
exception. Since 2013, the Canadian College of Naturo-
pathic Medicine (CCNM) has operated a naturopathic
clinic out of a wing of the Brampton Civic Hospital in
Brampton, Ontario.19 This site operates as a training
site for students of naturopathy. Although the cost of
patient visits are underwritten by the CCNM and ap-
pointments are free at the point of access for patients,
the recommended treatments must be paid directly by
the patient.19 Although the clinic reports high patient
interest with 700 patient visits per month in 2016,
the clinic’s opening has attracted some controversy.20

Proponents of the clinic hope that fostering links be-
tween evidence-based medicine and naturopathy will
expand health care options and allow naturopathy to
be tested in a more rigorous setting. Although most
CAM therapies have not been rigorously tested, there
is systematic evidence to support the use of acupunc-
ture for some forms of pain relief, including migraine,
osteoarthritis, and chronic musculoskeletal pain.21,22

While some CAM therapies, such as acupuncture, have
been adopted by some physicians, many health care
practitioners remain skeptical. Some physicians have
expressed concerns that alternative medicine practices
put patients at risk, and that CAM providers weaken
the credibility of physicians.23 However, it is impor-
tant to note that alternative medicine is an umbrella
term describing a wide variety of services ranging from
acupuncture to colonic irrigation to spiritual care, and
including reiki and meditation. As these practices have
a wide range of possible adverse effects and varying
level of evidence to support (or contraindicate) them,
it is important that physicians (1) know what CAM
services their patients are accessing, (2) advise their
patients accordingly (with respect to the patient’s best
interest in view of available evidence), and (3) do so
while respecting patient autonomy.

CAM is accessed by a significant majority of Cana-
dians in their lifetime and, although it remains largely
outside the public health system, is de facto an estab-
lished part of Canadian health care. As the utilization
of CAM rises, it is prudent for family physicians and
specialists to be aware that patients may seek CAM in
parallel to conventional medical care. Research demon-
strates that respecting patients’ treatment choices helps
physicians build stronger relationships with their pa-
tients, increasing compliance with physician recommen-
dations and improving health outcomes.24,25 Thus, de-
spite physician biases towards or against CAM, it is cru-
cial to foster open dialogue and support patient auton-
omy, which may increasingly include pursuit of CAM.

While CAM services mostly lie outside the public
health care system and are accessed privately, chiro-

practic is covered in three provinces and naturopaths
are working to develop relationships with mainstream
physicians. Evidence also suggests that many patients
who use CAM do so to complement, rather than replace
mainstream medical therapies. Being aware of CAM’s
place in the health care system and staying informed
about which forms of CAM Canadians utilize, can guide
the discussions physicians have with their patients and
help build and maintain the therapeutic relationship.

References

[1] Canadian Medical Association. Complementary
and Alternative Medicine. Technical report, Cana-
dian Medical Association, 2015.

[2] Nadeem Esmail. Complementary and Alternative
Medicine : Use and Public Attitudes 1997, 2006,
and 2016. Technical Report April, Fraser Institute,
2017.

[3] Insights West. Nurses, Doctors and Scientists Are
Canada’s Most Respected Professionals, 2017.

[4] Felicity L. Bishop, Lucy Yardley, and George T.
Lewith. Why do people use different forms of com-
plementary medicine? Multivariate associations
between treatment and illness beliefs and com-
plementary medicine use. Psychology and Health,
21(5):683–698, 2006.

[5] FL Bishop. Why Consumers Maintain Comple-
mentary and Alternative Medicine Use: A Quali-
tative Study. The Journal of Alternative and Com-
plementary Medicine, 16(2), 2010.

[6] Katrina M Ward and Renee S MacPhee. Investi-
gating Complementary and Alternative Medicine
Use Among Seniors. UBCMJ, 7(1):21–24, 2015.

[7] M Auger, T Howell, and T Gomes. Moving
toward holistic wellness, empowerment and self-
determination for Indigenous peoples in Canada:
Can traditional Indigenous health care practices
increase ownership over health and health care de-
cisions? Canadian Journal of Public Health, 107(4-
5):393–398, 2016.

[8] J. C. Philp, J. Maselli, L. M. Pachter, and
M. D. Cabana. Complementary and Alterna-
tive Medicine Use and Adherence With Pedi-
atric Asthma Treatment. Pediatrics, 129(5):e1148–
e1154, 2012.

[9] Canadian Press. Delisting chiropractic services
hurts federal Liberals, poll finds, 2004.

[10] Accupuncture Canada. Regulation and Education,
2019.

[11] Canadian Association of Naturopathic Doctors.
Education and Regulation.

[12] Canadian Chiropractic Association. Provincial As-
sociations & Regulatory Bodies, 2018.

28 UMJM October 2019 Volume 2, Issue 1 umjm.ca



University of Manitoba Journal of Medicine

[13] Department of Health. Supplementary Benefits.

[14] Alberta Health Services. Understanding Chrio-
practic Care in Alberta, 2018.

[15] Department of Health, Seniors and Active Living.
Questions and Answers About Health Care Cover-
age - Chiropractic.

[16] CBC News. Manitoba government cuts chiroprac-
tic coverage by $4.8M, June 2017.

[17] Ontario Chiropractic Association. Impact of
Delisting Chiropractic Services. Technical report,
2004.

[18] Saskatchewan Ministry of Health. Extended
Health Benefits: Chiropractor Services, 2017.

[19] Canadian College of Naturopathic Medicine. Your
Visit — Brampton Naturopathic Teaching Clinic,
2015.

[20] CBC News. Naturopathy goes mainstream:
What’s the harm?, September 2016.

[21] K Linde, G Allais, B Brinkhaus, Y Fei, M Mehring,
Vertosick Ea, A Vickers, White Ar, Klaus Linde,
Gianni Allais, Benno Brinkhaus, Yutong Fei,
Michael Mehring, Emily A Vertosick, Andrew
Vickers, and R Adrian. Acupuncture for the pre-
vention of episodic migraine (Review). Cochrane
Database of Systematic Reviews, (6), 2016.

[22] Andrew J Vickers, Emily A Vertosick, George Le-
with, Hugh Macpherson, Nadine E Foster, Karen J
Sherman, Dominik Irnich, and Claudia M Witt.
Acupuncture for Chronic Pain: Update of an Indi-
vidual Patient Data Meta-Analysis. The Journal
of Pain, 19(5):455–474, 2018.

[23] Vik Adhopia. Evidence or not: alternative health
makes inroads into public system, October 2016.

[24] Heather Orom, Willie Underwood Iii, Zinan
Cheng, D Lynn Homish, and I Yanna Scott. Re-
lationships as Medicine : Quality of the Physician
– Patient Relationship Determines Physician In fl
uence on Treatment Recommendation Adherence.
Health Services Research, 53(1):580–596, 2014.

[25] John M Kelley, Gordon Kraft-todd, Lidia
Schapira, Joe Kossowsky, and Helen Riess. The
Influence of the Patient-Clinician Relationship on
Healthcare Outcomes : A Systematic Review and
Meta- Analysis of Randomized Controlled Trials.
PLoS One, 9(4), 2014.

umjm.ca UMJM October 2019 Volume 2, Issue 1 29



University of Manitoba Journal of Medicine

CMDS v CPSO : Conscience-Based Objections to MAID and

Ontario’s Effective Referral Policy

Dov Kagan JD.∗

Max Rady College of Medicine, University of Manitoba
727 McDermot Avenue, Winnipeg, R3E 3P5

Abstract

Medical regulators across Canada have responded to the challenge of conscience-based objections to medical
assistance in dying (MAID) with divergent approaches. In Ontario, the College of Physicians and Surgeons
(CPSO) has decided that physicians with a conscience-based objection to MAID must provide an “effective
referral” for any patient who requests one. In the recent case of CMDS v CPSO, the Christian Medical and
Dental Society challenged this policy, arguing that it violates their members’ rights to freedom of religion and
equality. The court dismissed the constitutional challenge, holding that although the policy did infringe freedom
of religion, it was justified because of the need to ensure equitable access to healthcare. This paper will briefly
outline the court’s reasons in the case and discuss some of the implications for affected physicians.
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In 2015, in Carter v Canada (Attorney General), the
Supreme Court struck down the prohibition on medi-
cal assistance in dying (MAID)1. Even at that time, it
was already apparent that the degree to which health-
care providers could be compelled to participate in
MAID would be a significant issue going forward. The
Court in Carter was careful to say that nothing in their
decision compelled any physicians to provide MAID
and observed that “the Charter rights of patients and
physicians will need to be reconciled.”2 However, the
Court also declined to “pre-empt the legislative and
regulatory response” by giving more concrete guidance
on the rights and responsibilities of physicians with
conscience-based objections to MAID.3 Instead, the
challenge was left for another day.

The legislative and regulatory response that the
Court predicted has since arrived. Across the coun-
try, different medical regulators have crafted their
own approaches to the difficult question of conscience-
based objections to MAID. Here in Manitoba, policy
of the College of Physicians and Surgeons of Mani-
toba (CPSM) requires a physician with a conscience-
based objection to MAID to provide patients request-
ing MAID with “timely access to a resource [empha-
sis added],” which will “provide accurate information

about MAID.”4 The CPSM is explicit in that an ob-
jecting physician is not required to refer a patient to
another physician who will provide MAID.5 Moreover,
“resource” is defined broadly, encompassing not just
other healthcare providers, but also “publicly available
resources” that “provide reliable information about
MAID.”6 This policy greatly attenuates the role that a
physician with a conscience-based objection to MAID
must play in providing access to care. In contrast, the
College of Physicians and Surgeons of Ontario (CPSO)
has mandated that physicians with a conscience-based
objection to MAID must provide an “effective referral”
for any patient that requests it.7 The CPSO defines
an effective referral as one that is made “to a non-
objecting, available, and accessible physician, nurse
practitioner or agency.”8 This requires a physician to
play a more direct role in the delivery of MAID than in
Manitoba.

In this article, I will briefly discuss a recent court
challenge by the Christian Medical and Dental Society
(CMDS), and some of its members in Ontario (collec-
tively, the “applicants”), to the CPSO’s effective refer-
ral policy. In CMDS v CPSO, the applicants challenged
the Ontario MAID policy by arguing that it unjusti-
fiably infringed their rights to freedom of conscience

∗correspondence to: kagand@myumanitoba.ca
12015 SCC 5, [2015] 1 SCR 331 [Carter].
2Ibid at para 132.
3Ibid.
4College of Physicians and Surgeons of Manitoba; “Med-

ical Assistance in Dying”, online: https://cpsm.mb.ca/
cjj39alckF30a/wp-content/uploads/PAD/MAIDschm.pdf

5Ibid.

6Ibid.
7CMDS v CPSO, 2018 ONSC 579 at para 12.
8Ibid.
9Ibid at para 1.
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and religion as well as their equality rights.9 The Divi-
sional Court held that, although the policy did infringe
on the applicants’ freedom of religion, the infringement
was justifiable given the need to ensure equitable ac-
cess to healthcare services.10 The Court also rejected
the equality rights claim.11 This decision represents an
attempt to balance the competing interests of physi-
cians with conscience-based objections and patients re-
questing MAID. The decision has since been upheld
at the Court of Appeal for Ontario, and it is possible
that it has sufficient national importance to eventually
reach the Supreme Court. Nonetheless, it is still worth-
while to examine the reasoning of the Divisional Court
because this case has significant implications for the
constitutional protections for conscience-based objec-
tions to providing MAID across Canada. While only
the Ontario policy is being challenged, if the CMDS
is successful, it could lead to new constitutional limits
on the power of all Canadian medical regulators in this
area.

I will begin with the Court’s analysis on the issue of
freedom of religion. The applicants, CMDS and some
individual physicians, argued that an “effective refer-
ral” would require them to be complicit in acts that
they viewed as immoral or sinful, and therefore the
MAID policy violated their rights to freedom of re-
ligion.12 The CPSO argued that the policy did not
impose significant burdens on the applicants for sev-
eral reasons, including the fact that the act of a refer-
ral is not akin to participating in MAID and a refer-
ral does not guarantee that MAID will ultimately be
performed.13 Nonetheless, the Court agreed with the
applicants and found a violation of their freedom of re-
ligion. A key theme in the Court’s reasoning was a
reluctance to make judicial determinations of the pre-
cise requirements of religious doctrine.14 Although a
referral may appear to be quite removed from partici-
pation from MAID to an external observer, it is diffi-
cult for courts to objectively assess the impact of even
indirect participation in MAID on a person with sin-
cerely and deeply held religious beliefs. The upshot is
that courts (and presumably regulators) will not exten-
sively scrutinize the beliefs of physicians who assert a
conscience-based objection to providing a given medical
treatment.

However, in Canadian constitutional law, a law is
not struck down simply because the applicants estab-
lish an infringement of one of their constitutional rights.
There is a subsequent analysis wherein the government
has an opportunity to argue that the infringement is

justified.15 In this case, the CPSO argued that the
infringement of the applicants’ freedom of religion was
justified because of the need to provide equitable access
to health services for Ontarians. The Court accepted
this objective and upheld the MAID policy despite the
infringement of the applicants’ freedom of religion.

There are two points in this analysis that are of more
significant interest to physicians. Firstly, the appli-
cants argued that medical regulators in other provinces
have chosen to adopt less stringent policies despite their
equivalent mandates to regulate the medical profession
in the public interest and ensure access to health care.16

I have already discussed the Manitoba policy above.
The applicants suggested that the existence of alter-
native regimes meant that the Ontario policy was not
minimally impairing of their right to freedom of reli-
gion. The Court rejected this argument, holding that
the CPSO is not bound to adopt the least intrusive
policy so long as its choices fall within a “range of rea-
sonable alternatives.”17 This reasoning is significant for
physicians because, if upheld by the appellate courts,
it will mean that protections for conscience-based ob-
jections will remain province-dependent for the fore-
seeable future. This may also ultimately affect where
physicians with conscience-based objections choose to
live and practice medicine.

Secondly, the Court attached significance to the fact
that, for affected physicians with the most stringent
religious beliefs, the ultimate cost would be a need
to change their area of practice as opposed to leaving
medicine entirely.18 The Court described these effects
as “not trivial” but “less serious than an effective ex-
clusion from the practice of medicine.”19 The Court
stated:

for these physicians, the principal, if not
the only, means of addressing their concerns
would be a change in the nature of their
practice . . . In short, they would have to
focus their practice in a specialty or sub-
specialty that would not present circum-
stances in which the Policies would contem-
plate an obligation of “effective referral” of
patients in respect of medical services to
which they object. 20

These burdens could potentially be of significance
to the narrow subset of physicians who are affected.
Given the novelty of the effective referral policy and
MAID, it is difficult to go much beyond speculation
at this point. That said, it is one thing for medical

10Ibid at para 230.
11Ibid at para 134.
12Ibid at para 86.
13Ibid at paras 102-103.
14See e.g. Ibid at para 108.
15There must be a pressing and substantial objective for the

law, the means chosen in the law must be rationally connected to
that objective, the means chosen must be minimally impairing of
the right, and there must be proportionality between the salutary
and deleterious effects of the law. See R v Oakes, [1986] 1 SCR
103 at paras 69-71.

16Supra, note 7 at para 172.
17Ibid at para 174.
18Ibid at para 207.
19Ibid at para 209.
20Ibid at para 207.
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students to adjust their career plans because of these
policies. However, a switch in specialty or subspecialty
late in a physician’s career, if even possible at all, could
be a highly onerous undertaking. Moreover, for some
physicians, a switch in practice area might also require
other significant lifestyle changes. A rural family physi-
cian, for instance, would likely also have to relocate to
a larger centre in addition to changing the nature of
their practice.

In conclusion, the issue of conscience-based objec-
tions to MAID requires a consideration of competing
interests. On the one hand, many physicians have
deeply held beliefs that prevent them from participat-
ing, however indirectly, in the provision of MAID. On
the other hand, patients seeking MAID require support
from their physicians to achieve equitable access to the
healthcare system. Balancing between these considera-
tions is a difficult challenge that regulators, courts, and
physicians will face for years to come.
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Abstract

Artificial intelligence (AI) is one of today’s most powerful technologies. Having already transformed the business
world, AI may be poised to transform healthcare next. Current AI systems demonstrate impressive competency
in certain tasks of clinical medicine. Machine learning approaches to creating AI are of particular relevance
in healthcare, given the ability of modern machine learning algorithms to work with large amounts of complex
data and generate intelligent predictions therefrom. Here we propose that much of what physicians do can be
modelled as information processing and thus can be performed by AI. We further propose that whereas certain
AI systems may adopt approaches based on novel pattern extraction and interpretation, and thus diverge from
human physician cognition, AI is well-positioned to assist physicians by operating in parallel alongside them.
Navigating the intersection of physician and AI competence will be a tremendous and complex challenge, but
may return high rewards in improving patient outcomes and lead to transformative gains in medical knowledge.
Advances in AI will have tremendous and complex impact on the future of medicine.

Keywords: artificial intelligence, machine learning, information theory, computer science, healthcare, medicine

1. Introduction

Artificial intelligence (AI) may be the most transfor-
mative technology of the 21st century. Any non-human
machine system performing intelligent behaviour — be-
haviour that is proficient with respect to a complex
goal — falls under the rubric of AI.1 Recent years
have brought tremendous advances in AI, with certain
AI systems now capable of human-level speech recog-
nition,2,3 human-level language translation,4 superhu-
man image recognition,5 and superhuman performance
in numerous complex games such as poker,6,7 Go,8 and
Capture the Flag.9

Alongside development of enhanced capabilities, use
of and interest in AI is also growing. The 2018 AI In-
dex Report, prepared by the Human-Centered AI In-
stitute at Stanford University, documents manifold as-
pects of progress, including huge increase in the num-
ber of AI papers published per year, increased number
of AI startups and patents, and growing widespread
adoption of AI in industry.10 In some sectors, as of
2018, as many as 75% of companies had trialed AI or
were currently using AI for certain functions of their
business.10 AI is currently used by diverse collections
of companies in various industries including technol-
ogy (Google, Samsung, Apple), social media (Twitter,
Facebook, Instagram), entertainment media (Spotify,

Netflix, Walt Disney), consumer goods (Amazon, Wal-
mart), food and beverage (e.g. Starbucks, Coca-Cola,
McDonald’s), transportation (Hopper, Uber), and au-
tomotive (Tesla, BMW, Volvo).11

In view of increasing capabilities of AI systems and
simultaneous transformative benefits of AI in diverse
industries, many have suggested that AI may next
transform healthcare.12,13,14,15,16 Specialized AI sys-
tems have already been deployed into healthcare in var-
ious regions worldwide. In the US, the FDA has already
approved specific AI algorithms for tasks including in-
terpretation of magnetic resonance (MR) and computed
tomography (CT) images of the brain,17 heart,18 liver,
and lungs,19 with some degree of autonomy.20,21 More-
over, the FDA is fast-tracking approval of further AI
algorithms.22 In Japan, IBM’s Watson now assists in
diagnosing leukemia via genome sequencing, with some
notable success, including possibly having saved lives.23

In India, AI is widely used to interpret urgent ECGs
to rule out or diagnose myocardial infarctions24 and
to detect cervical cancer in pathologic samples.25 One
hospital in Guangzhou, China is using AI to suggest
diagnoses for hundreds of diseases, interpret computed
tomography (CT) scans, and organize patient files via
facial recognition.26 Meanwhile, software by Beijing-
based AI start-up, Infervision, assists with interpreta-
tion of CT scans in a majority of Chinese hospitals, as
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well as select additional hospitals outside of China.27

In Europe, Google DeepMind is partnered with UK’s
National Health Service as of 2015, and has since been
receiving patient data for the purpose of developing AI
systems for healthcare.28 At St. Michael’s Hospital
in Toronto, Canada, the Vector Research Institute is
testing the application of AI to improve interpretations
of radiographic imaging studies29 and to predict when
hospitalized patients require transfer to the intensive
care unit.30 These initial examples form what is likely
just the beginning of AI’s involvement in healthcare.

Within the roles of clinical medicine, the competen-
cies of AI seem particularly well-suited to certain tasks,
such as image classification. Much has been discussed
about the possibility of AI replacing diagnostic radiolo-
gists.31,32,33,34 Notably, many of the above examples of
AI’s deployment into healthcare are in diagnostic imag-
ing. However, deployments for broader purposes have
already begun and are likely to continue. As we will
see, given extreme broadness of certain principles of AI
and of computation more generally, the growing com-
petency of AI applications may expand to cover exten-
sive aspects of clinical medicine. Recent research indi-
cates AI competence in diverse tasks such as predicting
treatment response to medications,35,36 predicting car-
diovascular risk from routine laboratory data,37 and
diagnosing rheumatoid arthritis via automatic analysis
of patients’ electronic health records.38

Given broad and increasing capabilities of medi-
cal AI, some have wondered if AI of the future could
render human physicians obsolete. Silicon Valley in-
vestor Vinod Khosla suggests that AI will replace 80%
of doctors, possibly even on the timescale of a couple
decades (written in 2012).39 Notably, an AI-powered
robot named Xiaoyi recently passed the Chinese med-
ical licensing exam.40 Although it is possible that ad-
vanced future AI systems will someday usurp certain
roles of physicians, healthcare will first be faced with
increasing competency of AI in an increasing number of
medical applications, with specialized medical AI sys-
tems performing at levels of competency approaching,
equalizing, and/or ultimately surpassing the compe-
tency of human physicians. Thus, rather than focusing
attention on the possibility of physician replacement by
AI, the more pressing question of today is “what should
the healthcare system do with AI systems that are as
good as or better than physicians?”

To adequately discuss these crucial matters, and to
be prepared for what future technological advances will
bring, physicians and healthcare policymakers must at-
tain a working knowledge of the possibilities of AI in
medicine. This will require some understanding of com-
putational principles. Despite increasing adoption rates
and ubiquity, AI and computers can be highly counter-
intuitive. For example, researchers at the University
of Wisconsin-Madison recently created an AI system
in a “nanophotonic medium” — essentially, a piece of
glass, with no electricity required for its operations —
that classified handwritten digits.41 Even within stan-
dard modern electronic computers, AI is a diverse and

immense category, subsections of which may defy in-
tuitions. Thus, understanding AI’s conceptual under-
pinnings in terms of computer science and information
theory is prerequisite to understanding possible broad
futures of AI in medicine.

In this paper we discuss physical and philosophical
underpinnings of how AI systems may achieve compe-
tence in the complex goals of healthcare, noting certain
similarities between information processing performed
by AI and by human physicians. We also discuss cer-
tain capabilities of medically-focused AI systems, high-
lighting multi-faceted ways in which AI and physician
competence will intersect, and how this will benefit
patient outcomes and advance medical knowledge. To
make the most of the future, healthcare must place a
high priority on capturing value and mitigating risks of
AI in the future of medicine.

2. Computation and artificial intelli-
gence: brief primer for a medical audi-
ence
This section describes fundamentals of computation
and AI in order to see how they may be relevant to
medicine. We will see that computers are physical
systems that store and transform information, and, no-
tably, how this abstract framework can map much of
what occurs in medicine. Transforming information in
certain ways earns a computational system the designa-
tion of “intelligence”, and machine learning approaches
are one effective route by which contemporary comput-
ing systems achieve intelligence. We will also discuss
certain advantages conferred by different types of AI.
Readers familiar with computation and AI should ad-
vance to Section 3.

2.1 Information: modeling the world

A computer is a mechanical device that stores and
transforms information via physical processes. Thus,
the extent to which realms of medicine can be accessed
by computers and AI is wholly dependent on the extent
to which medicine can be modelled in terms of informa-
tion. We will consider information generally before ad-
vancing to specifically consider information in medicine
in Section 3.

Information has various technical definitions re-
lating to divergent subcultures in the philosophy
of information.42 For our purposes, a sufficiently
philosophically-neutral definition will be “what is con-
veyed or represented by a particular arrangement or
sequence of things”.43 For example, a geographic map
carries information about the physical environment of
earth, in that multicolored patterns of shapes and their
word-labels (the particular arrangement of things) con-
vey and represent the earth. In carrying information
about the earth (or a portion thereof), it can be said
that the map models the earth (or its portion thereof).
Whereas a map models the world via apparent phys-
ical likeness (e.g. water on a map may be coloured
blue, mountains may appear raised), other technologies
achieve modelling by means that are highly abstract.
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For example, certain modern technologies encode in-
formation via etching microscopic pits into CDs, mag-
netizing surface points on computer hard drives, and
using electrons to influence the charge of a capacitor.44

Although it may be counterintuitive, these highly ab-
stract modes of instantiating information can render ex-
tremely faithful models of systems in the outside world.
A map stored on a CD or in a computer hard drive can
model the outside system of interest (in this case, a
particular geographic region) with the same arbitrary
closeness that can be achieved by a paper map (i.e.
bounded only by storage capacity, namely the size of
the paper or the size of the hard drive’s memory).

As another example of abstract information stor-
age, consider a photographic image. It can be stored
digitally on a smartphone device and represented in
solid-state storage (a type of computer memory that
uses electrical circuits and lacks moving parts), stored
on a desktop computer represented in hard disk drives
(a type of computer memory utilizing spinning elec-
tromagnetic rotating disks), or printed physically onto
a piece of paper and represented via molecules of ink.
Some “likeness” of the image, expressed via abstract
electrical, magnetic, and molecular patterns, is trans-
lated across mediums, despite distinct modes of phys-
ical instantiation. The information “has a life of its
own.”44 The ability of information to flow from model
to model in this way may appear peculiar, but informa-
tion itself (“that which is conveyed or represented”) is
substrate-independent, meaning that it does not change
according to the way in which it is stored.45 Another
interesting property of information is that there is no
apparent physical constraint on what can be repre-
sented by information.46 Thus, to model any system,
one need only possess information about that system,
and possess a means of instantiating that information
into a device such as a computer. As a result of these
properties, information stored in a computer can rep-
resent diverse and complex features of the world such
as images,47 earthquakes,48 and quasars.49

2.2 Computation: transforming the model

Although all computers store information, this alone is
not sufficient to achieve their designation as computer.
A computer is a device that not only stores information
in memory, but utilizes functions to transform informa-
tion.44 Functions are mathematical equations that ac-
cept a set of data and output a paired set of data in one-
to-one correspondence. Essentially, information enters
a function, is acted upon by the function, and emerges
transformed. The particular transformation that oc-
curs is specified by the particular function. For exam-
ple, a function may transform its input information by a
two-fold factor of multiplication, as in the simple func-
tion “y = 2x”. But functions can also perform trans-
formations of much greater complexity. Physicist Max
Tegmark gives the further examples of a function trans-
forming input information that represents current po-
sitions of chess pieces on a chessboard into information
representing best next move for Black, or transforming

information representing all the world’s financial data
into lucrative stock market purchases.44 (Functions of
this kind illustrate, in outline, how a computational al-
gorithm can be “intelligent.” Section 2.3 considers this
in detail.) The process of implementing a series of arith-
metic functions alongside non-arithmetic functions to
retrieve an output set of data is called an algorithm.
The process of implementing such algorithms are called
computations; thus, circularly, a computer designates a
device that implements algorithms.

Like information, computation is also substrate-
independent. What matters for computation is the
transformation of information, not the physical sub-
strate that implements the transformation. Thus, a
wide variety of mechanical systems can function as com-
puters. This insight, in general form, appears to have
been first arrived at by Spanish polymath Ramon Llull
(deceased 1316), who realized that mechanical artifacts
could perform “useful reasoning”.1 Thereafter, in the
1500-1700s, various simple devices were built to per-
form mathematical calculations.1 Modern computers
use bits, simple two-state storage devices, to store and
transform information. Like a power switch, a single
bit can be off (represented as 0), or on (represented as
1), but not in-between. (“On” and “off” correspond
to mutually exclusive physical states, such as whether
electrical current flows through a given wire or not,
whether a given area is magnetized or not, etc.) With a
large enough number of bits stored in large and complex
arrays, any amount of information can be stored and
transformed in a computer’s memory,50 giving modern
computers tremendous reach.

Modern computing is generally agreed to have be-
gun with Alan Turing’s seminal 1936 paper, “On Com-
putable Numbers, with an Application to the Entschei-
dungs problem”, in which Turing demonstrates that if
a computer can perform a minimum set of basic op-
erations, then it is a universal computer, meaning it
can compute anything that any other computer can
compute.1,51 Notabbly, modern electronic computers,
including smartphones and laptops, are universal.44

Given that a computer is simply a physical system that
transforms information, and given the possibility of in-
formation to represent any complex and interesting fea-
ture of the world, there is no obvious limit to the kinds
of interesting and useful transformations of information
that potential future computers can accomplish, other
than the limits imposed by the laws of physics them-
selves — i.e. laws regarding the kinds of systems that
can instantiate information and can perform a given
physical transformation, how fast a given transforma-
tion can be performed, etc.52 In creating universal com-
puters, humanity may have initiated what physicist
David Deutsch calls “a beginning of infinity”.46

To whatever extent the conceptual future of com-
putation is limitless, likewise, the application of com-
putation to solve problems in medicine may be cor-
respondingly limitless. The next section will discuss
specifically how certain computational systems achieve
“intelligence”.
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2.3 Intelligent computation in machines and in
medicine

How can a computer achieve intelligence? The answer
may be implied by the previous sections, but is worth
elaborating in further detail. Intelligence has no sin-
gle standard definition, but in regards to AI may be
thought of as proficiency with respect to a complex
goal.44 (What exactly constitutes “complex” is itself
difficult to define. A working definition put forth by
biologist Richard Dawkins proposes that something is
complex if it has “some quality, specifiable in advance,
that is highly unlikely to have been acquired by random
chance alone”.53) A complex goal might then be “one
that is unlikely to be reached by chance alone.” An ex-
ample of a complex goal might be winning a game of
chess. If an AI system receives input information rep-
resenting the positions of chess pieces on a chess board
and successfully outputs moves for Black that are better
than a random move generator, then it may be said to
have some degree of intelligence with respect to chess.
The better the moves, the more intelligent the system.
Likewise, if an AI system receives input information
representing all the world’s financial data and success-
fully outputs lucrative stock market purchases, then it
may be said to have some degree of intelligence with
respect to the stock market.

In addition to the complex goals of winning chess or
succeeding on the stock market, AI systems can also be
intelligent with respect to the goals of medicine. If an
AI system receives input of pixels representing a chest
x-ray and outputs correct diagnoses therefrom, the sys-
tem is intelligent with respect to interpreting chest x-
rays. If an AI system receives input representing vital
signs and bloodwork results and outputs accurate pre-
dictions of two-week mortality therefrom, the system is
intelligent with respect to predicting mortality. If an
AI system receives input representing history of pre-
senting illness, physical exam findings, and laboratory
data, and outputs a correct diagnosis therefrom, the
system is intelligent with respect to diagnostics.

In their capacity for modeling and transforming
information about the world, computers may succeed
with respect to a complex goal, medical or otherwise,
and thus achieve intelligence.

2.4 Machine learning to achieve artificial intelli-
gence

We have seen that a computational system will be desig-
nated as AI if it has the proper algorithms to transform
information in a way that is of benefit towards a com-
plex goal. But where do these intelligent algorithms
come from? Early approaches to AI entailed manually
inputting pre-determined rules that would enable in-
telligent computation.1 However, recent successful ap-
proaches to achieving AI mostly capitalize on machine
learning principles. In machine learning, a computa-
tional algorithm is designed in a way that allows it
to acquire intelligent behaviour – essentially, to learn.
Compared to manually inputting putatively intelligent

algorithms, machine learning has generally been a more
efficient approach to achieving AI. A popular and effec-
tive form of machine learning is deep learning. Many
applications of AI in medicine are AIs that are the prod-
uct of deep learning. Deep learning algorithms excel at
working with complex information, uncovering useful
patterns hidden within the data. Yoshua Bengio of the
Université de Montréal recently gave the following de-
scription:54

“Deep learning algorithms seek to exploit
the unknown structure in the input distri-
bution in order to discover good representa-
tions, often at multiple levels, with higher-
level learned features defined in terms of
lower-level features.”

Deep learning systems are intelligent with respect
to the complex goal of generating good representations
of complex data. A “good representation” is one that
closely maps the topography of the input data, even
when the topography is very complex. Good represen-
tation tames the complexity of the input data, allowing
useful patterns to be discovered in the data, and al-
lowing the system’s output to be relatively simple and
easy to work with, yet faithfully representing the origi-
nal complex input data. In taming complexity to arrive
at simple outputs, the system may acquire intelligence
with respect to certain goals pertaining to the complex
input information it received.

Deep learning generally occurs in neural networks,
a computational strategy modelled after biological
brains, in which information is passed through several
successive layers of computational “neurons”, with each
neuron transforming its information via a function. The
first layer of neurons receives the input data, gener-
ally representing the data exactly as received, with the
number of neurons in the first layer usually in a one-
to-one ratio with the number of variables in the input
data (e.g. in image classification, this may be a one-
to-one neuron-to-pixel ratio). Beyond that, informa-
tion is passed to a smaller number of neurons at each
successive layer, each layer performing computations,
mapping “features” of the data as it passes through. A
given layer processes in parallel; successive layers pro-
cess in series. These feature maps pass through layers
until ultimately, in the final layer of neurons, the sys-
tem outputs a final pattern of information. That is
the general scheme, but some neural networks employ
more complicated connectomes. For example, a convo-
lutional network generates successively smaller layers
until it arrives at a small enough subset to output a
result. For excellent comprehensive review of neural
networks, please see LeCun et al. 2015.55

In general, deep learning systems refine their repre-
sentations on “training sets” of data, datasets in which
all outputs are already known and given to the sys-
tem. (For example, a deep learning system for classify-
ing images as “cat” versus “dog” will be trained on a
large number of images of cats and dogs, both labelled
as such. These labels are the “ground truths” of the
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training stage.) The system then moves to a “valida-
tion set”, in which the deep learning system creators
know the output, but the system does not. This step
verifies the system’s ability to output a correct result
within some satisfactory margin of error. Finally, the
system graduates to encounter the “test set” — the
data of true interest, where the output results are un-
known to both the system and its creators.

How do deep learning systems learn to adopt good
representations? During training, in order to suc-
cessfully transform input information into the desired
(known) output information, individual neurons are
empowered to adjust the functions they implement via
a sophisticated mathematical technique known as back-
propagation. Backpropagation achieves automatic er-
ror correction by moving backwards through the deep
learning algorithm to adjust the system parameters to
best suit the use-case.56 This technique essentially re-
verse engineers how to represent the input data across
layers so as to ultimately reach the desired (known) out-
put. Returning to the example of classifying images as
cat versus dog, such a deep learning system would re-
ceive input of pixels representing cats or dogs, and from
these pixelated inputs, would be tasked with generat-
ing one of two output states: one representing “cat”,
the other representing “dog”. In training, pixelated
cat images (input) are paired with the known labelled
output “cat”. By backpropagation, the deep learning
system is slowly taught to refine its representation of
cat pixels such that, with increasing success, cat pixels
will flow through layers of computation in such a way
that ultimately and naturally leads to the output ”cat”
(and likewise for dogs and dog pixels). In this way,
deep learning systems are designed to learn from the
data themselves, thus they are well-suited to complex
information.

The above training framework, in which training
set materials are labelled with ground truths, is known
as supervised learning. The counterpart to supervised
learning is unsupervised learning, in which the deep
learning system is not provided with ground truth
outputs to serve as desired endpoints. Perhaps sur-
prisingly, even without supervised human guidance,
well-designed deep learning systems can achieve very
good representations of complex data, reaching high
levels of competence in performing challenging feats.
For example, in 2017, AlphaGo Zero learned to play
Go after starting as a “blank slate” without any human
data or human knowledge.8 The system did not receive
ground truth labels constituting winning strategies,
high score optimization, or other direct supervision; it
was only provided with the rules of the game. Learn-
ing only from unsupervised iterated self-play, AlphaGo
Zero went on to become the top Go player in the world,
better than any human player, and defeating the previ-
ous reigning-champion AI system by a score of 100-0.8

As deep learning systems with greater and greater
learning proficiency are engineered, the complexity of
problems they can solve — with minimal subsequent
human input — may increase to tremendous heights.

2.5 Advantages of intelligent computers

We have defined an AI system as any computational
system that transforms information in such a way as
to be of use towards a complex goal. Various AI sys-
tems collectively allow at least three great general ad-
vantages to their users. First, AI may tend to achieve
superhuman proficiency at certain types of information
processing, such as implementing mathematical trans-
formations quickly and reliably (as in a pocket calcu-
lator). For such tasks, a computer can function as an
external cognitive prosthetic device. The scope of this
advantage is widened in modern electronic computers,
which can perform wide-ranging tasks quickly and reli-
ably.

Second, by modelling the outside world (or a por-
tion thereof), computers can provide valuable predic-
tions about likely future events in the modelled sys-
tem, such as NASA’s EO-1 satellite presciently alerting
human researchers of natural events before they them-
selves detected anything.57 Predictive power of com-
putational models has led to their widespread adop-
tion in other fields such as geology (predicting earth-
quakes)48 and space exploration (trajectory and pay-
load optimizations)58.

Third, computational models themselves can be in-
teresting objects of study, especially those arising from
unsupervised deep learning methods, which may gener-
ate models that are conceptually divergent from human
knowledge and human-preprogrammed models. Thus,
the AI resulting from unsupervised deep learning sys-
tems can appear foreign and other-worldly to humans.
Moves made by AlphaGo Zero, the Go-winning AI gen-
erated by unsupervised machine learning algorithms,
were described by champion Go players as “alien” and
“from an alternate dimension”.59 Alien or not, to the
extent an AI system achieves real-world success, its
model likely contains representations of real-world vari-
ables and parameters that are of interest. Therefore,
in examining the model of Go within which AlphaGo
Zero derived its alien hyper-successful moves, a path of
new insight towards the game of Go may be charted.
Further, the above-mentioned EO-1 satellite AI, which
alerted human scientists of events of which they had
been up to then unaware, was also generated by unsu-
pervised machine learning approaches.57 In studying AI
models such as these, we may gain new understandings
of the modelled systems themselves.

The extent to which the advantages of AI will be
useful in medicine depends on the extent to which that
which is useful about medicine can be abstracted in
terms of information and its transformations. Sec-
tion 3 will briefly consider the intersection between the
transformation of information and the complex goals
of healthcare.

3. Information processing is central to
clinical medicine
AI transforms information in ways deemed intelligent
with respect to a complex goal. To what extent does
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this pertain to medicine?
All medicine deals with information about a pa-

tient’s body. From diagnosing a disease, to recommend-
ing a medication, to forecasting the likelihood of a par-
ticular outcome within the next ten years, most of what
physicians do relates to an abstract information state of
their patients’ bodies. Ultimately, all useful medicine is
useful only in so far as it relates to information about
patients’ bodies. Put the other way round, there may
be little use in a physician whose medical advisements
do not correspond to any information about his or her
patients’ bodies.

Certain aspects of medicine such as laboratory in-
vestigations, diagnostic imaging studies, and electro-
physiological studies deal directly and overtly with bod-
ily information. Referring specifically to radiologists
and pathologists, Jha and Topol went as far as to coin
the term ”information specialist”, writing:60

The primary purpose of radiologists is the
provision of medical information; the im-
age is only a means to information. Ra-
diologists are more aptly considered “in-
formation specialists” specializing in med-
ical imaging. This is similar to patholo-
gists, who are also information specialists.
Pathologists and radiologists are fundamen-
tally similar because both extract medical
information from images.

We propose that, in a broader and more abstract
sense, all physicians are information specialists. Across
medical disciplines, it may be argued that the value
of physicians is to receive complex input information,
process and sort it into patterns that are meaning-
ful and actionable, and prescribe an appropriate ac-
tion on the patient’s behalf. Jha and Topol’s informa-
tion specialists provide the clearest examples — a radi-
ologist transforms two-dimensional pixelated greyscale
information into a radiographic diagnosis; a patholo-
gist transforms complex microscopic histological infor-
mation into a pathologic diagnosis. But much else of
what physicians do also relates to transforming infor-
mation. A typical clinical physician receives complex
input — history of entrance complaint, physical exam-
ination findings, current medications, laboratory find-
ings, other investigative findings — recognizes patterns
amidst the complexity, and thereby produces compar-
atively simple outputs such as diagnoses, risk assess-
ments, and prescriptions. This scenario can be mod-
elled as information flowing through the physician and
emerging transformed. There is no obvious reason why
a model accomplishing an identical transformation of
information cannot be programmed into a modern elec-
tronic computer. (Given the substrate-independence of
information and computation, this will be possible even
with modern electronic computers using computational
strategies that are dissimilar to the activities of the
brains of human physician.) But beyond merely mod-
elling such a transformation of information performed
in vivo by a human physician, is it conceivable that,

provided with sufficient memory and processing power,
a well-designed deep learning neural network could be
trained to accomplish a large set of similar such trans-
formations, much like a physician, for a large set of
incoming potential patients? This would be an ex-
traordinarily challenging feat; nonetheless, we cannot
identify a law of physics or principle of computer sci-
ence that would preclude this possibility. As we will
see in Section 4, many pieces of the above scenario —
interpreting laboratory findings, interpreting diagnos-
tic imaging, interpreting broad clinical data as stored
in electronic medical records (EMRs), etc. — have al-
ready been captured by AI models. Thus, it appears
that physicians and AI alike can bring their competen-
cies to bear on the same problems within medicine. In
this general sense, physicians and AI may undergo a
”meeting of minds”.

Interestingly, research indicates that physician diag-
nostic facility depends on pattern recognition to a far
greater extent than it depends on systematic reason-
ing from first principles.61 Thus, both physicians and
certain AI systems such as deep learning neural net-
works share the common feature of undergoing training
on large sets of data to hone their pattern recognition
abilities. In the case of physicians, data comes in the
form of patients, both real (in hospital) and hypothet-
ical (on examinations, in study materials, and human
actors serving as standardized patients). Whatever pat-
terns are recognized by physicians can likely be recog-
nized by AI, too. Additionally, as discussed above in
Sections 2.4 and 2.5, certain AI systems (in particu-
lar, those utilizing unsupervised machine learning) ex-
cel at uncovering hidden patterns. We can likely expect
such systems to uncover new patterns hidden in medi-
cal information, which may have exciting implications
for the future of medical knowledge. This possibility is
explored further in Section 4.3.

So far we have focused heavily on the scientific as-
pects of medicine, discussing the extent to which these
can be modelled. Narrative, humanistic, artistic as-
pects of medicine must be considered separately. We
leave this topic as a future direction for further discus-
sion elsewhere.

4. AI and physicians: a meeting of
minds?
We have seen that AI and physicians share certain com-
monalities. AI transforms information in ways that
are intelligent; doctors transform medical information
in ways that are intelligent. Medical information can
be abstractly modelled and therefore instantiated into
computers, where it can easily be made available to
AI systems for transformation. Therefore, from first
principles, we should expect that AI can intelligently
transform medical information. Further, both physi-
cians and deep learning systems achieve their utility via
a heavy reliance on pattern recognition. Deep learning,
and AI generally, are active areas of research. Sophis-
ticated machine learning algorithms of the near future,
able to self-learn from staggeringly complex data and
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programmed into universal computers with large stor-
age capacity and processing power, may have no near
limit to the competence they can achieve. Taken collec-
tively, these considerations persuade us that the poten-
tial for AI to succeed in the future of medicine is likely
broad and extensive.

The differences between AI and physicians will be
equally important as similarities. Certain AI systems
are likely to form representations based on novel pat-
tern extraction and interpretation, thus diverging from
human physician cognition and models. Additionally,
differences in the characteristics of models used by
physicians and AI may instate accordingly different
competencies across medical use cases, which may in
fact be complementary. For example, AI’s pixel-by-
pixel analysis of diagnostic imaging studies will have
higher acuity for adjacent shades of grey,16 comple-
mentary to human physicians’ generally superior capa-
bilities of lateral thinking and broad differential diag-
noses.62,63 Thus, physicians and AI may be well-suited
to augment one another in collaborative clinical prac-
tice. Collaborating to interpret diagnostic investiga-
tions and offer clinical predictions is a kind of “meeting
of minds” that is already underway. Sections 4.1 and
4.2 further explore possibilities in this area.

Further, in as much as AI’s models of medicine are
conceptually different but nonetheless accurate and use-
ful, examining the details of the AI models may chart a
course to new insight about the body. AI systems may
float free of historical biases and schemas in medicine —
for example, if they begin as an agnostic deep-learning
neural network, as did AlphaGo Zero. If this is the
case, examining the representational models employed
by medical AI systems may reveal new insights about
intra-body phenomena, leading the way to paradigm
shifts in medical knowledge and allowing discontinuous,
transformative, and rapid advancement. The possibil-
ity that physicians may learn about medicine from AI is
a second way in which a “meeting of minds” may occur.
This possibility is further explored in section 4.3

The intersection of AI and physician competence is
clearly complex and multi-faceted. Thus, the question
“what to do with medical AI that is as good or better
than doctors?” cannot be answered without specifically
considering what medical AI can in fact accomplish.
Having advanced a detailed physical and philosophical
argument in Sections 2 and 3 that the future reach of
AI in medicine may be quite broad, we will now turn
attention to discussing the current possible reach of AI
in medicine, as demonstrated by recent active research.

4.1 AI can collaborate with physicians in the in-
formation specialties

Certain tasks in medicine have received plentiful atten-
tion of early AI research. Given specific competence of
certain AI systems in recognizing and classifying im-
ages,47 a natural early step for AI in medicine has been
recognizing and classifying diagnostic images. The ben-
efits of accurate image classification will be significant.
For example, if AI can successfully classify diagnostic

imaging studies, it may be able to serve as a cognitive
prosthetic for radiologists, leading to gains in accuracy
and efficiency. Alternatively, in geographic regions un-
derserved by radiologists, some AI systems may be ac-
curate enough to act in lieu of radiologists. The authors
of a study reporting a deep learning system for classi-
fying pulmonary tuberculosis on chest x-ray noted that
such a system could be of particular value given a rela-
tive paucity of radiologists in certain TB-endemic areas
of the world.64 Many AI systems have demonstrated
competency in transforming medical imaging informa-
tion, pathological information, and electrophysiological
information into accurate diagnostic and predictive in-
formation. We will consider representative examples in
the information specialties of AI systems with capabil-
ities to augment or enhance the abilities of physicians.

Chest x-ray is a widely-used imaging modality that
has received a plenitude of AI research attention early
on. Various AI systems have demonstrated the ability
to perform similarly to radiologists at interpreting chest
x-rays. In a recent notable study, a deep learning sys-
tem was trained to detect fourteen different pathologies
as demonstrated on chest x-ray.65 Following training
on over 100,000 disease-labelled chest-x-rays, the sys-
tem was found to perform radiologist-level or better on
classifying eleven of fourteen pathologies. Other work
has also specifically demonstrated efficacy of an AI ra-
diologist collaboration. In a multi-centre collaboration
based out of South Korea which developed a deep learn-
ing system for classifying chest x-rays with varying de-
grees of accuracy for various pathologies; when assisted
by the deep learning system, radiologists benefited from
a significant increase in sensitivity.63 The authors sug-
gested this may be due to the AI alerting radiologists
to the possibility of the presence of major thoracic dis-
ease, and to localizing the area of possible lesions to
mark spots needing further attention by radiologists.63

Researchers at Thomas Jefferson University created a
radiologist-AI collaboration achieving 97.3% sensitivity
and 100% specificity in classifying pulmonary tubercu-
losis on chest x-ray.64 AI-radiologist collaborations may
be a natural fit due to AI’s pixel-by-pixel analysis al-
lowing computation thorough approach greater acuity
for adjacent shades of grey,16 but relative inferiority at
lateral thinking62 and generating a differential diagno-
sis.63

Beyond chest x-rays, deep learning systems have
demonstrated early success on other imaging studies
as well. A collaboration based in Australia recently re-
ported a deep learning system that, following training
and validation on nearly 50,000 frontal pelvis x-rays,
achieved 97% accuracy in diagnosing hip fractures.66

Research conducted in Budapest demonstrates a deep
learning system for diagnosis breast cancer on mam-
mography that achieved 90% sensitivity and 70% speci-
ficity (a performance considered to be on par with some
physicians, but not necessarily as accurate as special-
ized radiologists).67 Researchers at the University of
California developed a deep learning system for classify-
ing echocardiogram views that achieved 97.8% accuracy
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of classification, and when tested against electrocar-
diographers on single low-resolution images, achieved
91.7% accuracy versus the electrocardiographers’ 70.2-
84.0% accuracy.68 Notably, the US’s FDA has already
approved AI algorithms for interpreting certain di-
agnostic imaging studies,20 including analyzing heart
hemodynamics via cardiac MR images,18 interpreting
hyperacute stroke CT brain images,17 and evaluating
liver and lung lesions evident on MR and CT images.19

Outside diagnostic imaging, image classifying AI
systems have also achieved success in histopathologi-
cal examinations. Cancer is a common indication for
histopathological investigation, thus many studies have
concentrated here. Google recently reported the devel-
opment of “LYmph Node Assistant” (LYNA), which
outperformed pathologists in diagnosing metastatic
breast cancer from pathological samples,69 and, when
applied to assist pathologists, made their job of diag-
nosing breast cancer “easier”.70 Google also recently
reported a deep-learning system which outperformed
general pathologists at grading prostate cancer, achiev-
ing an overall accuracy of 70% compared the patholo-
gists’ average accuracy of 61%.71

Image classification techniques and other deep
learning systems may also be of use in interpreting “im-
ages” of electrophysiologic tracings such as ECGs and
EEGs. Regarding ECG, evidence demonstrates utility
of AI to interpret ECGs to identify arrhythmias and
cardiac contractile dysfunction with approximately the
same accuracy as cardiologists.72,73,74 Regarding EEG,
in long-term ambulatory EEG-monitored patients, AI
may be able to predict seizure onset. A recent study
reports a deep learning system achieving seizure pre-
diction accuracy of 99.6% with a prediction time of one
hour ore-ictal, and a low false alarm rate of one false
alarm generated every 250 hours.75 Applied to invasive
intracranial EEG, deep learning systems may have some
utility in helping classify seizure onset zone.76 Addi-
tionally, there is promising evidence regarding the util-
ity of AI systems to monitor against seizures in the in-
tensive care unit, with accuracy approximately as good
as electroencephalographers, in less time needed to re-
view the EEGs.77

These above works demonstrate AI performing cer-
tain tasks at levels of competence similar to radi-
ologists, pathologists, and electrophysiologists. On
these narrow, information-heavy tasks, the “meeting of
minds” has already begun. AI in cooperation with radi-
ologists may improve sensitivity and accuracy,63,64 and
may provide similar such advantages to pathologists.70

In collaboration with information specialists, AI could
take many roles, perhaps screening all images and alert-
ing physicians to the likely presence of major disease,
or perhaps providing a useful consultant second opin-
ion on an as-needed basis. As noted, AI may see things
differently than humans, conferring an advantage in the
spirit of “two sets of eyes are better than one”.

Faster interpretation times achieved by AI will be
of specific use as well. The FDA-approved algorithm
for interpreting hyperacute stroke CT brain images au-

tomatically summons an interventionist if a large vessel
occlusion is detected (since large vessel occlusions may
be amenable to thrombectomy).19 A human radiologist
also interprets the CT images, however, the AI typi-
cally finishes first, allowing faster access to morbidity-
reducing interventional treatment. AI systems in the
information specialties may soon gain sufficient compe-
tence to act autonomously in broader clinical settings,
which will be highly advantageous for regions under-
served by radiologists and other information specialist
physicians.

AI interpretative assistants also hold certain other
advantages over their human physician collaborators,
such as being present and available on hospital networks
24/7 without the need for rests or breaks. Further,
whereas physician thoroughness may unfortunately de-
cline throughout the day,78,79 AI systems perform con-
sistently at their given levels of accuracy. In fact, if
programmed to continue learning from incoming con-
temporaneous patients, an AI system’s level of accuracy
will likely increase over time.

One downside of incorporating AI interpretative
assistants is that physicians may come to depend too
heavily on the AI in situations where it is inappropri-
ate. Please see Section 6 for further discussion of this
possibility, and discussion of other limitations of AI’s
entrance into healthcare.

4.2 AI can predict important clinical outcomes
from various sources

In the information specialties, AI begins with a narrow
model of the patient, a model that is already contained
in the investigative study. However, outside the infor-
mation specialties, medically-oriented AI systems have
tended to intake broader, various data sources, forming
broader models of the patient (rather than working ex-
clusively with a chest x-ray-generated model of the tho-
rax, for example). Abstract models resulting from these
broad inputs have proved useful for prediction. Similar
to the pixel-by-pixel approach to medical image inter-
pretation, AI systems in broader aspects of medicine
can likewise analyze data iota-by-iota. EMRs are one
excellent source of such broad data. A recent survey
found that 80.5% of US hospitals were using at least
a basic EMR system.80 AI can roam freely through a
patient’s EMR, automatically detecting patterns and
predicting things with a high degree of accuracy. For
example, a 2013 study reported a deep learning system
which could sift through patients’ EMRs and automat-
ically predict diagnoses of rheumatoid arthritis with
moderate accuracy.38 We will consider representative
further examples of the power of AI to predict diverse
clinical outcomes from transformations of broad, often
routine clinical information.

A recent international collaboration used multiple
machine learning strategies (including some deep learn-
ing strategies) to construct an “early warning system”
for predicting mortality amongst inpatients.81 The sys-
tem extracted patterns amongst variables including cer-
tain diagnoses such as congestive heart failure and acute
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cerebrovascular disease, and in patients’ presentation
to care histories in the months prior to admission. The
system was tested prospectively on a set of 11,765 pa-
tients, of whom 255 passed away. Of these, for the 69
patients (13.3%) who had been at the highest risk of
passing away, the AI system accurately predicted their
death 40.8 hours in advance.81 Similar to the notion
that an AI system for chest x-ray could serve to no-
tify radiologists of the possibility of major thoracic dis-
ease,63 the study authors of the early warning system
for mortality noted that such a system could be of use
to automatically notify physicians and other healthcare
professionals whenever a patient exceeded a given high-
risk threshold.81

Other work has focused on what important out-
comes can be predicted from hidden patterns in rou-
tine lab data. Recent work out of the Swedish Karolin-
ska Institutet applied various machine learning models
to routine laboratory data in effort to predict outcome
following traumatic brain injury.82 Study results iden-
tified increased serum creatinine, serum glucose, and
plasma osmolarity, as well as decreased serum albumin,
as factors predicting a worse outcome. Other work con-
ducted out of the University of Nottingham exposed
machine learning algorithms to routine lab data for the
purpose of predicting adverse cardiovascular events.37

Compared against standard-of-care American Cardiol-
ogy guidelines in a retrospective test set of 378,256 pa-
tients, the machine learning system predicted 355 more
events of cardiovascular disease than did current stan-
dard of care.37 Greater predictive accuracy will be in-
valuable for forecasting important outcomes such as re-
covery from traumatic brain injury and risk of myocar-
dial infarction.

In addition to predicting event outcomes, routine
laboratory data may also be useful for diagnosing dis-
ease. Referencing previous work demonstrating un-
derdiagnoses of primary hyperparathyroidism,83 Som-
nay et al. devised a machine learning system based
on routinely available clinical data that could diag-
nose primary hyperparathyroidism with accuracy su-
perior to 95%.84 Similar to other works on early
warning systems81 and alerts of possible major dis-
ease,63 Somnay et al. suggested that their primary
hyperparathyroidism-detecting system could be incor-
porated into EMR software to create a “best practice
alert” recommending parathyroid work-up in high-risk
patients.84

Other work has applied AI to predict response to
medications. A US multicenter collaboration used a
variety of machine learning approaches to make treat-
ment recommendations for choice of antidepressant for
patients with major depressive disorder, identifying a
subset of patients expected to benefit from sertraline
therapy relative to placebo. This benefit was observed
in study results, although the sertraline-receiving pa-
tients who had been identified as optimally suited to
this treatment did not experience significantly differ-
ent outcomes from the other, less-optimally-suited pa-
tients receiving the same treatment.35 Beyond antide-

pressants, other work employed a variety of machine
learning methods to predict optimal warfarin dose, a
challenging task due to its narrow therapeutic range.36

The AI in this study had some success, and the authors
concluded it could be of benefit in determining optimal
dosing, especially for patients needing low maintenance
doses.36

This research collectively demonstrates competency
of various AI systems in predicting diverse clinical out-
comes including mortality, adverse events, diagnosis
of disease, and response to treatment. In some cases,
AI prediction algorithms may be superior to existing
clinical prediction guidelines, such as the widely used
Framingham risk score.37 As suggested by some, AI
prediction algorithms could run alongside physicians
and flash warnings when deemed relevant. In as much
as competency of such systems has been demonstrated
and is likely to increase, healthcare policymakers and
physicians should be correspondingly enthusiastic to
obtain access to AI predictive powers. AI’s predictions
may arise from different variables than from clinicians,
and may predict different things than physicians, thus,
rather than necessarily usurp physicians as lead pre-
dictors and decision-makers, AI warning systems may
more likely constitute a useful and complementary sec-
ond opinion. With incorporation into healthcare and
exposure to high volumes of patient data, predictive
machine learning algorithms will attain greater and
greater accuracies. Such predictive systems may also
help close the gap in care existing between areas un-
derserved by physicians (such as Northern and remote
Canada, developing countries, etc.) compared to areas
with relatively abundant access to physicians. This will
be a highly important outcome, since whereas informa-
tion specialty tasks such as interpretation of diagnostic
imaging can often be outsourced to a nearby tertiary
centre, the more intimate tasks of clinical prediction,
such as “which patients on my ward are at high risk
of two-week mortality?” cannot be systematically out-
sourced in the same way. As AI systems gain increasing
predictive competency, a desire for utilizing this com-
petency should compel physicians and policymakers to
consider incorporating predictive AI algorithms into
healthcare.

4.3 Could physicians working alongside AI gain
new insights into physiology and pathophysiol-
ogy?

In receiving broad information representing a patient,
such as by roaming through their EMR, AI generates
a novel model of the patient that is correspondingly
broader than the model contained in a diagnostic imag-
ing study. New, AI-generated models will be interesting
objects of study. In particular, models resulting from
unsupervised machine learning algorithms are likely to
be highly creative relative to contemporaneous human-
designed models. But regardless of how an AI model
is generated, physicians and policymakers will be be-
hooved to understand its salient features. If the medical
community is to sanction the adoption of a particular

umjm.ca UMJM October 2019 Volume 2, Issue 1 41



University of Manitoba Journal of Medicine

AI system, it will be important for purposes of safety,
potential debugging, and to understand the functioning
of the system’s model to ensure its robustness. As dis-
cussed above, in examining the models of AI, we may
be led to new insights about the body.

AI medical systems may lead to new insights in
other ways. AI’s high-powered pixel-by-pixel analy-
sis allows it see certain things that cannot be seen by
physicians, thus achieving access to whole new realms
of data. Within diagnostic imaging, the field of “ra-
diomics” is emerging, which focuses on mining im-
ages for such hidden data.85 One study demonstrated
that small changes in serum potassium (as small as
0.2 mEq/L, even within the normal reference range)
manifested quantifiable changes on ECG that were de-
tectable by AI interpretation but not by human re-
view.86 By applying deep learning, it has been discov-
ered that retinal fundoscopy images contain informa-
tion to robustly predict a person’s age, gender, blood
pressure, smoking status, diabetes control, and risk
of adverse cardiovascular events.87 MR images of low-
grade gliomas contain information to predict deletion
of chromosomal arms 1p/19q (an important prognos-
ticator for treatment response). Using only MR im-
ages, deep learning system acquired this knowledge
with 93.3% sensitivity, 82.22% specificity, and 87.7%
accuracy.88 Perhaps most interestingly, fluorine 18 flu-
orodeoxyglucose PET images of the brain contain in-
formation that can be used to predict diagnosis of
Alzheimer’s disease 75.8 months prior to the time of
eventual diagnosis with 82% specificity at 100% sen-
sitivity.89 Interestingly, when this model analyzed via
saliency mapping to determine which features it had ex-
tracted from the data to influence its predictions, it was
found that rather than relying on a specific brain loca-
tion or regions that could serve as anatomic biomark-
ers, the system appeared to utilize data from the whole
brain to inform its predictions. (The system did con-
sider certain areas to be more influential, with some
influential regions corresponding to brain regions im-
plicated in present understandings of Alzheimer’s dis-
ease.) By virtue of AI’s ability to see new things, in-
cluding by pixel-by-pixel analysis, and by virtue of the
power of machine learning algorithms to diverge from
human understandings, medical models in AI systems
may lead us to new explanations of intra-body phenom-
ena, explanations that are divergent from an otherwise
evolutionary, ad hoc mode of advancement of medical
knowledge.90

A further distinct and intriguing possibility is
that AI mathematical model parameters may possi-
bly correspond to actual biological parameters within
the body. “Theory-driven” efforts in the emerg-
ing field of computational psychiatry seek to gener-
ate computation models with parameters correspond-
ing to brain neural circuitry parameters.91 To this
end, “biophysically-realistic neural-network models”92

have captured specific, exquisite neurotransmitter dis-
ruption caused by ketamine use;93 detailed models of
particular neuroanatomical structures such as cortico-

striato-thalamic loops94,95 have demonstrated explana-
tory power for various neurological and psychiatric
diseases.92,96,97 Whereas computational psychiatry ap-
proaches address the brain as an algorithm to model,
this framework may map onto other organs as well.
Can the pituitary gland be modelled as an algorithm
for transforming serum concentrations of certain hor-
mones, with detailed mathematical model parameters
corresponding to release stimuli for the various pitu-
itary hormones? Can a kidney be modelled as a multi-
layered algorithm for filtering blood, with model pa-
rameters corresponding actions of individual nephrons,
or even to arrays of particular ion pumps along individ-
ual nephrons? Indeed, a detailed computational model
of nephron transportation of water and solutes was pub-
lished in February, 2019.98 Perhaps computational en-
docrinology and computation nephrology await us as
future endpoints. For now, progress is likely to move in
the direction of gradually-increasing extent of accurate
modelling.

However, on the opposite end of the spectrum of
model-body correspondence, it is conceivable that cer-
tain AI predictive models may have nothing to do with
bodily phenomena. AI systems could hypothetically
base their predictions on emergent “data” and patterns
that exist only inside the model, uncorrelated to any
process in or affecting the original outside system (the
patient). Such predictions could even hypothetically
still be robust, however, they would run the risk of
being “fooled” by confounding data.99 However, as
AI predictive models achieve better and better com-
petence, its feature maps and pattern extractions will
have to be more and more consonant with the actual
body itself (assuming an efficiency incentive conferred
by constraints in power supply and computational stor-
age). Thus, most likely, the parameters within the pre-
dictive models will correspond more and more closely
to some abstract informational state about the body.
Perhaps, in the extreme, something like a unified com-
putational biology can be approached. As this field
progresses, investigating model parameters to under-
stand the salient bodily features being mapped will be
of increasing importance for purposes of safety, debug-
ging, and advancement of knowledge.

5. Limits and obstacles to physician aug-
mentation by AI
We have explored various ways in which AI systems and
physician competence will intersect. Healthcare should
be keen to capture the value of AI, which will include
integration of physician-AI collaborations, and, in time,
perhaps attaining some reliance on autonomous AI that
is uncoupled from physician oversight. However, in in-
corporating AI into healthcare, certain difficulties must
be faced.

First, physician-AI collaboration will be limited by
the rate and extent of technological advancement in
medically-purposed AI systems. While some promising
systems already exist, and increasing resources are be-
ing devoted to AI and specifically AI in healthcare,10,14
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much work still remains. As part of this work, we must
ascertain how best to harness and implement the infor-
mation provided by medical AI. (Some have noted that
medicine may in general benefit from greater emphasis
on its “effector arm”– i.e., knowing when and how to act
on information that is available.100) Second, AI systems
appearing competent in retrospective validation trials
may require further and more extensive prospective val-
idation on sets of real, contemporaneous patients in-
coming to hospital facilities. This will likely be a nec-
essary step to achieve sufficient trust in these systems,
and to foster certainty in their real-world competence.
Third, and also relating to the matter of sufficient trust,
is the “black box” posed by some AI systems. What
happens in the deep interior layers of a neural network?
What patterns are being recognized and mapped? Abil-
ity of an AI system to account for the informational,
pattern-recognized basis of its output will allow greater
trust in the system (if in fact the basis appears rea-
sonable), and will help to guard against oversights via
human verification at the level of pattern extraction,
data mapping, etc. Ironically, it is conceivable that AI
systems may be applied to help us understand other AI
systems — essentially, the behaviour of a deep learning
system could serve as the input information to another
deep learning system. Fourth, machine learning tech-
niques in general may fail to imbue human-level ability
to reason effectively in novel circumstances, given that
they will tend to be trained on the data of the past.101

With each new patient encounter presenting a poten-
tially novel circumstance, this limitation alone may en-
sure a role for human physicians in clinical medicine for
the foreseeable future. Fifth, due to physician discom-
fort with risk and uncertainty, imperfect “assistant” AI
systems could come to be inappropriately relied upon
for clinical decision making. Physician dependence on
AI systems must scale with competence of the given
system, and AI systems validated for assistive function
must not be spuriously promoted to leadership function
over and above physician judgement.

Some have also suggested that current machine
learning algorithms may be overhyped.102 Relatedly,
certain leading AI researchers are pursuing more ad-
vanced modes of machine learning. Neural network pio-
neer Geoffrey Hinton (who has been called the Einstein
of AI)102 has begun working on a new type of network
called “capsule network” which may prove allow ma-
chine learning techniques of even greater power than
current neural network technology.103

Additional concerns surrounding AI in healthcare
include those of patient privacy. Machine learning al-
gorithms generally require a vast amount of training
data to refine interpretations and achieve competency.
For machine learning in healthcare, the requisite data
will tend to be confidential patient data, raising the
question of how to expose machine learning algorithms
to sufficient volumes of training data without violat-
ing patient privacy. Fortunately, sophisticated compu-
tational techniques are being devised to overcome this
challenge, anonymizing patient data and providing “for-

mal, mathematical guarantees around privacy preserva-
tion.”104 Concern has been raised that certain modern
anonymization techniques, such as those used in 2018
for deidentifying information obtained from wearable
devices, may be inadequate to ensure privacy.105 Mov-
ing forward, it will be crucial to ensure privacy of any
patient with medical information passing through an
AI algorithm.

Lastly, there is the concern that, to whatever extent
AI is relied upon in healthcare — especially without
physician oversight — a computer “crash” affecting the
AI would be catastrophic. Existing EMRs do occa-
sionally crash.106 Redundant safety back-up measures
for healthcare technology must scale to be increasingly
robust alongside increasing reliance on AI.

6. Limitations of this paper
This paper has focused on how AI will affect the future
of medicine by intersecting with physician competence.
We have not discussed the arrival of AI competence
in surgical medicine, nor in pre-clinical biomedicine;
unsurprisingly, the possible capabilities of AI in these
fields are also evident. Robotic surgical assistants are
already in widespread use worldwide.107 Despite gains
in precision and accuracy, their use generally does not
significantly alter outcomes;108 however, emerging data
demonstrates potential for outcome improvement.109

It is believed that implementing touch sensors also will
help advance their effectiveness, and such developments
are now forthcoming.110 Overall, it has been proposed
that “clinically feasible” autonomous surgical robots
will exist before the end of this century.111 Regarding
pre-clinical biomedicine, for recent excellent detailed
reviews, see Angermeuller et al. 2016112 and Ching et
al. 2018.90

7. Conclusion
The continued advancement of medical AI will have
a tremendous and complex impact on the future of
medicine and the future of human life generally. If com-
petence of medical AI systems continues to progress,
the best-performing clinical executive systems will, at
some future point, almost certainly be physician-AI col-
laborations. Moving forward, healthcare will be in-
creasingly confronted by the question of what to do
with AI medical systems that rival physician compe-
tence. The “meeting of minds” between physicians and
AI has already begun, with AI systems deployed into
healthcare in numerous countries worldwide. Given the
potential of AI systems to enhance accuracy and im-
prove outcomes in manifold aspects of medicine, and to
enhance the standard of care in physician-underserved
regions, we may be wise from perspectives of benefi-
cence, non-maleficence, and justice to concentrate re-
sources on their development. Navigating the evolving,
dynamic intersection of physician and AI competence
will be crucial to capture benefits, mitigate risks, and
achieve optimal outcomes for patients. Time will tell
what will be the ultimate role of human physicians in
the future of medicine.
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